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#### Abstract

Invertible operators preserving singularity of matrices were studied in [3] and [4] under assumption that operators are linear. In the present paper the linearity of operators is not assumed: we assume only that operators are of the form $F=\left(f_{i, j}\right)$, where $f_{i, j}: \mathcal{F} \longrightarrow \mathcal{F}$ and $\mathcal{F}$ is a field, $i, j \in\{1,2, \ldots, n\}$. If $n \geq 3$, then in the matrix space $M_{n}(\mathcal{F})$ operators preserving singularity of matrices must be as in [1]. If $n \leq 2$, then operators may be nonlinear. In this case the forms of the operators are presented.


Let $\mathbb{R}, \mathbb{C}, \mathbb{N}$ denote the set of real numbers, complex numbers or positive integer numbers, respectively. Let $M_{n}(\mathcal{F})$ be the set of $n \times n$ matrices over a field $\mathcal{F}$, i.e. $M_{n}(\mathcal{F})=\mathcal{F}^{n \times n}$, where $n \in \mathbb{N}$.

First of all let us introduce
Definition 1. An operator $F$ from $M_{n}(\mathcal{F})$ into itself is an operator preserving singularity of matrices from $M_{n}(\mathcal{F})$ if and only if for every singular matrix $A \in M_{n}(\mathcal{F})$ the matrix $F(A)$ is singular.

Definition 2. An operator $F$ from $M_{n}(\mathcal{F})$ into itself is an operator preserving nonsingularity of matrices from $M_{n}(\mathcal{F})$ if and only if for every nonsingular matrix $A \in M_{n}(\mathcal{F})$ the matrix $F(A)$ is nonsingular.

Let $S, N S$ denote the set of singular or nonsingular matrices from $M_{n}(\mathcal{F})$, respectively.
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In the paper we consider the operators $F$ from $M_{n}(\mathcal{F})$ into itself of the form

$$
\begin{equation*}
F=\left(f_{i, j}\right), \quad \text { where } \quad f_{i, j}: \mathcal{F} \longrightarrow \mathcal{F}, \quad i, j=1,2, \ldots, n \tag{1}
\end{equation*}
$$

where the matrix $F(A):=\left(f_{i, j}\left(a_{i, j}\right)\right)$ for $i, j=1,2, \ldots, n$, for any matrix $A \in M_{n}(\mathcal{F})$.

REmARK 1. In case of $n=1$ an invertible operator $F$ of the form (1) is an operator preserving singularity of matrices from $M_{1}(\mathcal{F})$ if and only if for $x \in \mathcal{F}$ the equivalence $x=0 \Longleftrightarrow f_{1,1}(x)=0$ holds.

Lemma 1. If an operator $F$ of the form (1), from $M_{n}(\mathcal{F})$ into itself for $n \geq 2$, where $\mathcal{F}$ is a field, is an invertible operator, then all functions $f_{i, j}$ for $i, j \in\{1,2, \ldots, n\}$ are injective.

Proof. Let us assume that $n \geq 2$. We denote the matrix whose $i, j$ entry is 1 and the remaining entries of which are 0 by $E_{i, j}$. Let us consider the matrices $F\left(x E_{i, j}\right)$. If $F$ is an invertible operator, then the function $f_{i, j}$ is injective, which completes the proof.

Lemma 2. If an invertible operator $F$ of the form (1), from $M_{n}(\mathcal{F})$ into itself for $n \geq 2$, where $\mathcal{F}$ is a field, preserves singularity of matrices in the space $M_{n}(\mathcal{F})$, then the equivalence

$$
\begin{equation*}
x=0 \quad \Longleftrightarrow \quad f_{i, j}(x)=0 \tag{2}
\end{equation*}
$$

holds for all $x \in \mathcal{F}, i, j \in\{1,2, \ldots, n\}$.
Proof. Let us assume that $n \geq 2$. Let $F$ be an operator preserving singularity of matrices. Let indices $i, j \in\{1,2, \ldots, n\}$ be arbitrary and fixed. We would like to prove that $f_{i, j}(0)=0$.

Let us consider the matrix $B_{1}=\left(b_{k, l}\right), k, l=1,2, \ldots, n$, such that $b_{i, l}=0$ for $l=1,2, \ldots, n$. When we exchange the first row with the $i$-th row and next exchange first column with the $j$-th column, we obtain the matrix $B_{2} \in S$. Then also $F\left(B_{2}\right) \in S$ and with $f_{i, j}(0)$ in the left-upper corner.

Therefore without the loss of generality we may prove that $f_{1,1}(0)=0$. Let us consider the matrix $B_{3}$ with all elements in the first row being equal to zero. Then $F\left(B_{3}\right) \in S$. Denote $y_{k, l}:=f_{k, l}\left(b_{k, l}\right)$ for $k, l=1,2, \ldots, n$.

We contradictory assume that $f_{1,1}(0) \neq 0$.
We build singular matrices $B_{3}^{k}$ and $Y^{k}$ obtained from the singular matrix $F\left(B_{3}^{k}\right)$, for $k=1,2, \ldots, n$, by operations do not changing the determinant of $F\left(B_{3}^{k}\right)$.

As a first step we define the matrix $B_{3}^{1}:=B_{3}$. We construct $Y^{1}$ with entries $y_{k, l}^{1}$. We obtain the matrix $F\left(B_{3}\right)$ with $y_{1,1}=f_{1,1}(0) \neq 0$. Multiplying the first column of this matrix by $y_{1,1}^{-1} \cdot y_{1,2}, y_{1,1}^{-1} \cdot y_{1,3}, \ldots, y_{1,1}^{-1} \cdot y_{1, n}$ and subsrtacting from the second, third, ..., $n$-th column, respectively, we obtain the first row with entries equals to $y_{1,1}, 0, \ldots, 0$. Next, multiplying the first row by $y_{k, 1}^{1} \cdot y_{1,1}^{-1}$ and substracting from the second, third, $\ldots, n$-th row we obtain that $y_{k, 1}=0$ for $k=2,3 \ldots, n$. Then in the $k$-th row, $k=2,3, \ldots, n$ the obtained entries are:

$$
0, y_{k, 2}-y_{1,2} y_{1,1}^{-1} y_{k, 1}, y_{k, 3}-y_{1,3} y_{1,1}^{-1} y_{k, 1}, \ldots, y_{k, n}-y_{1, n}\left(y_{1,1}^{1}\right)^{-1} y_{k, 1}
$$

The obtained matrix we denote by $Y^{1}$ and its entries by $y_{k, l}^{1}$.
As a second step let us consider the element $y_{2,2}^{1}=y_{2,2}-y_{1,1}^{-1} y_{2,1}$. If $y_{2,2}^{1} \neq 0$ then $B_{3}^{2}:=B_{2}^{1}$. If $y_{2,2}^{1}=0$ then $B_{3}^{2}$ is the matrix obtained from $B_{3}^{1}$ with replaced element $b_{2,2}^{1}$ by $\overline{b_{2,2}^{1}} \in \mathcal{F}, \overline{b_{2,2}^{1}} \neq b_{2,2}^{1}$. Let us define $y_{2,2}^{2}=f_{2,2}\left(\overline{b_{2,2}^{1}}\right)$. As $f_{2,2}$ is an injective function, then $y_{2,2}^{2} \neq 0$. Using this element we bring to zero the elements of the second row and next the second column. We denote the obtained matrix in this way by $Y^{2}$; it is a singular matrix. We can see that $y_{k, l}^{2}=y_{k, l}^{1}-y_{k, 2}^{1}\left(y_{2,2}^{2}\right)^{-1} y_{2, l}^{1}$ for $k, l=3,4, \ldots, n$.

In the $r$-th step for $r=3,4, \ldots, n-1$ we consider the element $y_{r, r}^{r-1}=$ $y_{2,2}^{r-2}-\left(y_{1,1}^{r-1}\right)^{-1} y_{2,1}^{r-1}$. If $b_{r, r}^{r-1}=0$ then $B_{3}^{r}:=B_{3}^{r-1}$. If $y_{r, r}^{r-1}=0$, then $B_{3}^{r}$ is the matrix obtained from $B_{3}^{r-1}$ with replace the element $b_{r, r}^{r-1}$ by $\overline{b_{r, r}^{r-1}} \in \mathcal{F}$, $\overline{b_{r, r}^{r-1}} \neq b_{r, r}^{r-1}$. We define $y_{r, r}^{r}=f_{r, r}\left(\overline{b_{r, r}^{r-1}}\right)$. As $f_{r, r}$ is an injective function, then $y_{r, r}^{r} \neq 0$. Using this element we bring to zero the elements of the second row and next the second column. The obtained matrix in this way we denote by $Y^{r}$; it is a singular matrix. We can see that $y_{k, l}^{r}=y_{k, l}^{r-1}-y_{k, 2}^{1}\left(y_{2,2}^{2}\right)^{-1} y_{2, l}^{r-1}$ for $k, l=r+1, r+2, \ldots, n$.

In the last $n$-th step we consider the element $y_{n, n}^{n-1}=y_{n, n}^{n-2}-\left(y_{1,1}^{n-1}\right)^{-1} y_{2,1}^{n-1}$. If $y_{n, n}^{n-1} \neq 0$ then $B_{3}^{n}:=B_{3}^{n-1}$ and $Y^{n}:=Y^{n-1}$. If $y_{n, n}^{n-1}=0$ then we replace $b_{n, n}^{n-1}$ by $\overline{b_{n, n}^{n-1}} \in \mathcal{F}, \overline{b_{n, n}^{n-1}} \neq b_{n, n}^{n-1}$. Then the matrix $Y^{n}$ is obtained from the matrix $Y^{n-1}$ replacing the element $y_{n, n}^{n}$ by $\overline{y_{n, n}^{n}}=f_{n, n}\left(\overline{b_{n, n}^{n-1}}\right)$.

The $Y^{n}$ is a diagonal matrix $Y^{n}=\operatorname{diag}\left(f_{1,1}(0), y_{2,2}^{2}, y_{3,3}^{3}, \ldots, y_{n, n}^{n}\right)$, where $y_{r, r}^{r} \neq 0$ for $r=2,3, \ldots, n$.

Now, taking instead of the matrix $B_{3}$ the singular matrix $B_{3}^{n}$ and carrying out similar operations on matrices, we obtain the same singular diagonal $\operatorname{matrix} Y^{n}$ with the determinant $\operatorname{det}\left(Y_{n}\right)=f_{1,1}(0) \cdot y_{2,2}^{2} \cdot y_{3,3}^{3} \cdots \cdot y_{n, n}^{n}=0$. As $y_{r, r}^{r} \neq 0$ for $r=2,3, \ldots, n$, then $f_{1,1}(0)=0$. It is contradictory with the assumption.

By Lemma $1 f_{i, j}$ is an injective function and therefore $f_{i, j}(x) \neq 0$ for $x \neq 0$, which completes the proof.

An important role in determining preservers of matrices is played by the functions satisfying simultaneously the multiplicative and additive Cauchy functional equations. In particular cases $(\mathcal{F}=\mathbb{C}$ or $\mathcal{F}=\mathbb{R})$ the following holds true.

Remark 2 (see [6], Chapter XIV, $\S 4,5$ and 6 ). In the case $\mathcal{F}=\mathbb{C}$ there are infinitely many functions $g$ fulfilling simultaneuosly the multiplicative Cauchy functional equation $g(x y)=g(x) g(y)$ also the additive Cauchy functional equation $g(x+y)=g(x)+g(y)$. In the case $\mathcal{F}=\mathbb{R}$ there are two solutions: $g=\mathrm{id}$ and $g \equiv 0$.

We prove the main result of the paper

Theorem. (a) If $n=2$, then an invertible operator $F$ preserves the singularity of matrices on $M_{n}(\mathcal{F})$ if and only if there exist nonzero $u_{1}, u_{2}, v_{1}, v_{2} \in \mathcal{F}$ and an injective function $g: \mathcal{F} \longrightarrow \mathcal{F}$ satisfying $g(0)=0$ and $g(x y)=$ $g(x) g(y)$ for all $x, y \in \mathcal{F}$ such that $f_{i, j}(x)=u_{i} v_{j} g(x)$ for all $x \in \mathcal{F}$.
(b) If $n \geq 3$, then an invertible operator $F$ preserves the singularity of matrices on $M_{n}(\mathcal{F})$ if and only if there are nonzero $u_{1}, u_{2}, \ldots, u_{n}, v_{1}, v_{2}, \ldots, v_{n} \in$ $\mathcal{F}$ and an injective function $g: \mathcal{F} \longrightarrow \mathcal{F}$ satisfying $g(x y)=g(x) g(y)$ and $g(x+y)=g(x)+g(y)$ for all $x, y \in \mathcal{F}$ such that $f_{i, j}(x)=u_{i} v_{j} g(x)$ for all $x \in \mathcal{F}$.

Thus, for $n \geq 3$ the singularity preserving maps $F$ on $M_{n}(\mathcal{F})$ may be written in the form of $F(A)=U\left[g\left(a_{i, j}\right)\right] V$, where $U=\operatorname{diag}\left(u_{1}, u_{2}, \ldots, u_{m}\right)$ and $V=\operatorname{diag}\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ are invertible diagonal matrices and $g$ is an injective endomorphism of $\mathcal{F}$. For $n=2$, the additivity of $g$ may even be relaxed to the sole requirement that $g(0)=0$. Note that the maps of part (a) may be nonlinear: for example, one can take $g(x)=x^{3}$.

Proof. Let $n \geq 2$ and suppose $F$ is an operator preserving singularity on $M_{n}(\mathcal{F})$. By Lemma $2 f_{i, j}(0)=0$ and $f_{i, j}(x) \neq 0$ for all $i, j$ and all $x \neq 0$. Denote $c_{i, j}=f_{i, j}(1)$. Because $f_{i, j}(1) \neq 0$, we obtain that $c_{i, j} \neq 0$ for all $i, j$. Put $g_{i, j}(x)=c_{i, j}^{-1} f_{i, j}(x)$. Clearly, $g_{i, j}(0)=0$ and $g_{i, j}(1)=1$ for all $i, j$. Let us define the matrix $C=\left(c_{i, j}\right)$. By Lemma 2 , the rank $C \geq 1$. We prove that rank $C=1$.

In the case $n=2$ the matrix whose all entries are 1 is singular, then rank $C=1$.

In the case $n \geq 3$ we suppose contradictory that rank $C=k>1$. Without any loss of generality we may assume that the determinant of the upper-left submatrix of $C$ of the order $k$ is not equal to zero. Let us consider the matrix $B_{1}=\sum_{i=1}^{k} \sum_{j=1}^{k} E_{i, j}+\sum_{l=k+1}^{n} E_{l, l}$. Note that the matrix $B_{1} \in S$. Then the
$\operatorname{matrix} F\left(B_{1}\right)=\sum_{i=1}^{k} \sum_{j=1}^{k} E_{i, j} c_{i, j}+\sum_{l=k+1}^{n} c_{l, l} E_{l, l}$. From the properties of determinants det $F\left(B_{1}\right) \neq 0$ and $F\left(B_{1}\right) \in S$. Then the rank $C$ can not be greater than 1 , it must be equal to one.

Then in cases $n=2$ and $n \geq 3$ the equality rank $C=1$ holds. This implies that there are $u_{i}, v_{j} \in \mathcal{F}$ such that $f_{i, j}(1)=u_{i} v_{j}$ for all $i, j$.

For $1 \leq i \neq r \leq n$ and $1 \leq k \neq l \leq n$, let $B_{2}=E_{i, k}+x E_{i, l}+E_{r, k}+x E_{r, l}$. Matrices $B_{2}, F\left(B_{2}\right) \in S$ and therefore

$$
0=f_{i, k}(1) f_{r, l}(x)-f_{r, k}(1) f_{i, l}(x)=u_{i} v_{k} u_{r} v_{l} g_{r, l}(x)-u_{r} v_{k} u_{i} v_{l} g_{i, l}(x)
$$

as $g_{r, l}(x)=g_{i, l}(x)$ for all $x \in \mathcal{F}$. Consequently, the matrix $G=\left(g_{i, j}\right)$ is constant along its column. Analogously one can show that $G$ is constant along the rows. This implies that all $g_{i, j}$ are one and the same function $g$ and that therefore $f_{i, j}(x)=u_{i} v_{j} g(x)$ for all $i, j$ and all $x$. Note that $g(0)=0$ and $g(1)=1$.

By Lemma 1 we obtain that $g$ is an injective function.
To show that $g(x y)=g(x) g(y)$, take $B_{3}=E_{1,1}+x E_{1,2}+y E_{2,1}+x y E_{2,1}$. Since $B_{3}, F\left(B_{3}\right) \in S$, we obtain that

$$
0=f_{1,1}(1) f_{2,2}(x y)-f_{1,2}(x) f_{2,1}(y)=u_{1} v_{1} u_{2} v_{2} g(x y)-u_{1} v_{2} u_{2} v_{1} g(x) g(y)
$$

that is, we arrive at the equality $g(x y)=g(x) g(y)$ for all $x, y \in \mathcal{F}$.
At this point we have proved the necessary condition on $F$ part of (a). To obtain the necessary condition on $F$ part of (b), we assume $n \geq 3$ and consider

$$
B_{4}=x E_{1,1}+E_{1,2}+y E_{2,1}+E_{2,3}+(x+y) E_{3,1}+E_{3,2}+E_{3,3}
$$

As $B_{4} \in S$, we conclude that the determinant of the upper-left $3 \times 3$ submatrix of $F\left(B_{4}\right)$ must be zero, which means that

$$
0=u_{1} u_{2} u_{3} v_{1} v_{2} v_{3}(-g(x)-g(y)+g(x y))
$$

Thus, $g(x+y)=g(x)+g(y)$. The proof of the necessary condition on $F$ part of $(b)$ is also complete.

We now prove the sufficient condition on the $F$ parts (a) and (b). By Lemma $2 F$ maps the zero matrix to itself. By Theorem from [5] it follows that $F$ is an operator preserving rank of matrices from $M_{n}(\mathcal{F})$ in parts (a) and (b). Then it also preserves the singularity of matrices from $M_{n}(\mathcal{F})$, which completes the proof.

An analogous theorem for invertible operators of the form (1) preserving nonsingularity of matrices is not true. Let us consider the following example.

Example. In particular case $\mathcal{F}=\mathbb{R}$ let us consider the operator $H=$ $\left(h_{i, j}\right)$ of the form (1) from $M_{n}(\mathbb{R})$ into itself with functions

$$
h_{i, j}(x)=\left\{\begin{aligned}
n!\left(\frac{7}{4}+\frac{1}{2 \pi} \arctan (x)\right) & \text { for } i=j \\
\frac{1}{n!}\left(\frac{3}{4}+\frac{1}{2 \pi} \arctan (x)\right) & \text { for } i \neq j
\end{aligned}\right.
$$

for $x \in \mathbb{R}$. The functions $h_{i, j}$ are injective on $\mathbb{R}$.
Let us consider a matrix $X \in M_{n}(\mathbb{R})$ with entries $x_{i, j}$. We prove that $H$ maps every matrix from $M_{n}(\mathbb{R})$ to $N S$. We prove that the determinant of the matrix $H(X)$ is positive.

From the definition of the determinant

$$
\operatorname{det} H(X)=\prod_{i=1}^{n} h_{i, i}\left(x_{i, i}\right)+\sum_{i=1}^{n} \prod_{\sigma(i)}(-1)^{I_{i}} h_{i, \sigma(i)}\left(x_{i, \sigma(i)}\right)
$$

where $\sigma$ is a permutation of the set $\{1,2, \ldots, n\}, I_{i}$ denotes the number of inverses in the permutation $\sigma(i)$.

Let us observe that $\frac{1}{2 n!}<h_{i, j}\left(x_{i, j}\right)<\frac{1}{n!}$ for $i \neq j$ and $n!<h_{i, i}\left(x_{i, i}\right)<2 n!$. From the above inequalities $\prod_{i=1}^{n} h_{i, i}\left(x_{i, i}\right)>(n!)^{n}$ and

$$
\prod_{\sigma(i)} h_{i, \sigma(i)}\left(x_{i, \sigma(i)}\right)<\frac{1}{n!} \cdot(2 n!)^{n-1}=2^{n-1} \cdot(n!)^{n-2}
$$

Using these inequalities we obtain

$$
\begin{aligned}
\operatorname{det} H(X) & >(n!)^{n}+\left(\frac{n!}{2}-1\right) \cdot\left(\frac{1}{2 n!}\right)^{n}-\left(\frac{n!}{2}\right) \cdot(n!)^{n-2} \cdot 2^{n-1} \\
& >(n!)^{n}-(n!)^{n-1} \cdot 2^{n-2}=(n!)^{n-1}\left(n!-2^{n-2}\right)
\end{aligned}
$$

As $n!-2^{n-2}>0$ for $n \in \mathbb{N}$, then $\operatorname{det} H(X)>0$, i.e. $H(X) \in N S$.
The operator $H$ is invertible and preserves the nonsingularity of matrices from $M_{n}(\mathbb{R})$.
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