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MATRIX TRANSFORMATIONS IN T H E SEQUENCE 
SPACES L^(P,S) AND C0

V(P,5) 

T U N A Y B l L G I N 

Abstract. The object of this paper is to obtain necessary and sufficient conditions to 
characterize the matrices in classes (&(p, s), kx,{q)), (c%(p, s), ko(q)), s), co(q)), 
and (cg(p, S), cn(g)) which will fill up a gap in the existing literature. 

1. Introduction 

Let p = (pn) be a bounded sequence of strictly positive real numbers 
and v = (un) any fixed sequence of non-zero complex numbers such that 

liminf \vn\lfn - r, (0 < r < oo). 
n—»-oo 

We define (Bilgin [2]) the sequence spaces CQ(P, S) and ̂ (p, s) as follows; 

co(P, s) = {x = (xn) : 7i~s\xnvn\Pn oo, s > 0} 

and 
C(P>«) = i x = ( x ») : S UP n~s\xnvn\Pn < oo, s Ź 0}. 

n 
When s = 0, vn = 1 and p n = 1 for every n, the spaces cj(p, s) and 

'OO(P>s) turn o u t to be, respectively, the scalar sequence spaces Co and 1^. 

When s = 0, vn = 1 for every TJ, these spaces are, respectively, the well 
known spaces CQ(P) and /<x>(p) defined by Maddox [8] and Simons [11]. 

When vn = 1 for every n, these spaces are, respectively, the spaces 
co(p, s) and loo(p, s) defined by Ba§arir [1]. 
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When s = 0, these spaces are, respectively, (co(p)) and (/«>(?)) defined 
by Colak and al. [5]. 

C Q ( P , S ) is paranormed space by g{x) = supk(k~ a \xkVk\ P k ) 1 ^ M , where 
M = max(7, H) and H = sup^p* . Also /^(p, s) is paranormed by g(x) if 
and only if inf p* > 0. 

If {X,g) is a paranormed space with paranorm g, then we denote by X* 
the continuous dual of X, i.e. the set of all continuous linear functionals on 
X. If E is any set of complex sequences x = (xn) then Ea will denote the 
a-dual of E: 

Ea = l^a \akxk\ < oo for all x 6 £ j . 

In the following lemmas we have the a - and continuous duals of C Q ( P , s) 
and a-dual of l%o(p,s) (see Bilgin [2]). 

L E M M A 1. Let 0 < pk ^ sup k pk < oo. Then 

(i) (c"0(p,s))a = MS(p,s), where 

MSM = ( J ( a = (ofc) : £ ^ fc-M^-i/w < o o , 0 0 | ; 
7V>1 I fc U f c I 

(ii) (CQ(P, S ) ) * is isomorphic to M(j{p,s). 

L E M M A 2. (/£,(p,s)) = M£,(p,s), tr/iere 

N > 1 l fc U f c 

2. M a t r i x t ransformat ions 

Let X and Y be any two nonempty subsets of s, the set of all sequences 
of real or complex numbers, and let A = (ank) be the infinite matrix of 
complex numbers ank (n,k = 1,2,...). For every x = (xh) G X and every 
integer n, we write 

(1) 
k 



Matrix transformations in the sequence . . . 

The sum without limits in (1) is always taken from k = 1 to k = oo. The 
sequence Ax = (An(x)), if it exists, is called the transformation of x = (xk) 
by the matrix A. We write A G (X, Y) if and only Ax CY whenever x G X. 
Necessary and sufficient conditions for a matrix A = (ank) to be in the class 
(X, Y) for different sequence spaces X and Y are given by several authors. 

Our results in this note characterize some of the classes like (/̂ (p, s), 
' 0 0 ( 9 ) ) , ( C O ( P , M ? ) ) > ('oo(P> *). <*(?)), and (c£(p, s), cQ{q)). 

The following two theorems give the characterizations of the matrix in 
the classes (/£,(p, 5), /00(g)) and (/̂ (p, s), co(g)). 

T H E O R E M 3. A G (/£>(p,s),/00(g)) if and only if 

(2) sup (^2\ank/vk\k*/pkN1,Pkyn < 00 for every integer N > 1. 

P R O O F . Sufficiency: Let x = (x*) 6 l%o(p,s)- Choose an integer N such 
that N > max (l,supfe A:~*|ufcxfc|p*). Then 

Hence A(x) G /00(g) and A G (/̂ (p, s)Joo(q))-

Necessity. Let A G (/£>(p, s), /«.(?))• If condition (2) is not satisfied, then 
there exists N > 1 such that 

= 00. 

So the matrix B = (\anh/vk\k^PkiV1^*) £ (/oo,/00(g)). Hence there exists 
a n i = (xfc) with supfc \xk\ = 1 such that B{x) £ /00(g)-

Now choose a sequence y = (y*), where y& = (xjk/ufc)fc5/p*iV1/p*. Then 
sup fc A r s K y f c | p * = supfc |xfc|p* AT < 00. That is, y G /£>(p, s). But 

it fc 
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SO that 

sup |i4„(y)|«- = sup (^ankixk/vJk'^N1'^ = oo 

That is, A(y) g /oo(c), contradicting A e (/£>(?,«),/«>(?))• 

C O R O L L A R Y 4 (Bilgin [1998]). A e (/oo(p,*),foo(c)) */<»nd on/y«/ 

sup ^£|anit|A; a / p*A7 1 / p*^ < oo for every integer N > 1. 

P R O O F . Follows from Theorem 3, taking vk = 1 for each A;. 

C O R O L L A R Y 5 (Sirajudeen [1981]). A 6 ( /«>(?) , foo(g)) */ and onfy i/ 

sup I £ |an/t|iV1/p* J < oo for every integer N > 1. 
n \ fc / 

P R O O F . Follows from Theorem 3, taking s = 0 and vk = 1 for each fc. 

C O R O L L A R Y 6 (Basarir [1995]). Letp be bounded. Then A e (l<x>(p, s), /<») 
if and only if 

sup ^y^|anfc|fca/p*iV1/p*^ < oo for every integer N > 1. 

P R O O F . Follows from Theorem 3, taking v* = 1 and gjt = 1 for each Ar. 

C O R O L L A R Y 7 (Lascarides and Maddox [1970]). Letp be bounded. Then 
A € (/co(p),/oo) if and only if 

sup j \ank\N1^Pk J < oo for every integer N > 1. 
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P R O O F . Follows from Theorem 3, taking s — 0 and vk = qk = 1 for 
each k. 

T H E O R E M 8. A e (f£>(p,s),c0(c)) «/<«"* only if 

P R O O F . Sufficiency. Let x <= /£>(?,«)• So that supfcfc *|v*:a;fc|p* < oo. 
Choose N > max(l,supfc*;-1,|t;fea;fc|p*)- Then 

Hence An(x) € co(q) and A G (/̂ (p, s), c0(</)). 
Necessity. The necessity of the condition is obtained in a similar manner 

as done in Theorem 9(ii) ([4]), by choosing a sequence x = (xk) € /^(p.s) 
as: 

xk = (N + l)~1,Pkvk
 1fca/p*Sgn(anfe/t;fc) for all n and for 1 ̂  k ̂  kj 

= (N + j)-1/pkvk-1ks/pkSgn(ank/vk) for all n and < A; ̂  kj; 

j = 2 ,3 , . . . 

C O R O L L A R Y 9 (Bilgin [1998]). A € (/«>(?. *),<*>(?)) if and only if 

as n -»• oo /or euery integer N > 1. 

as n —• oo. 

/or every integer N > 1. 

P R O O F . Follows from Theorem 8, taking v* = 1 for each fc. 
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PROOF. Follows from theorem 8, taking s = 0 and vk = p k = l , 
A; = 1,2,.... 

We now characterize the matrix transformation in CQ(P,S). 

THEOREM 11. A e (c%(p,s), l^q)) if and only if 

9n 

= sup \ank/vk\k'^N-1^ < oo for some N > 1. 

PROOF. Sufficiency. Let x = (xk) € cg(p,s). Then there exists Jfe0 such 
that \vkxk\ < k'l^N-1!^ for some N > 1 and k > k0. Hence for every n 
we have 

where L — max (1,2H~ 1), H = supn qn. 

Si = 

< ( H K * / » * l * ' / w A/"1/"* max l ^ f c l ^ V 1 ^ * * — ] < oo. 

For the sum S2, we have, 

£ (ank/vk)vkxk 

k>k0 fe>feo 

Hence 5 2 < T. Thus An(a;) G /00(g) and hence A € (cg(p,s), /«,(?)). 
Necessity. Using the same kind of argument to that in [4], the necessity 

of the condition is obtained in a similar manner as done in Theorem 1, by 
choosing a sequence x € CQ(P, S): 

and 

xk
n = SM^"/vkks^(sgnank/vk) if l^k^m 

x™ = 0 if A; > TO, where S < 1. 

|An(x)|«- < Lj2ankxk + L ankxk = L(5i + 52), 
*:=0 k>k0 

' ko \«» / k0 \ «» 
£ « n f c * f c j = I ^2{ank/vk)vkxk j 
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COROLLARY 12 (Bilgin [2002]). A € (cgfosj./oo) if and only if 

sup ] T \ a n k / v k \ k s / p k N - 1 / l , k < oo for some N > 1. 
n k 

PROOF. Follows from Theorem 11, taking qk = 1 for each k. 

COROLLARY 13 (Bilgin [1998]). A € (c0(p,s),/00(g)) if and only if 

sup (\ank\k',/pkN-i/pk j " J < oo for every integer N > 1. 

PROOF. Follows from Theorem 11, taking Vk = 1 for each k. 

COROLLARY 14 (Basarir [1995]). A € (c0(p, s),/oo) if and only if there 

exists B > 1 suc/i Mat 

suPy-|anfe|fc4/p*fl-1/p* <oo. 
n fc 

PROOF. Follows from Theorem 11 taking Vk = qk = 1 for each k. 

COROLLARY 15 (Lascarides [1971]). A € (c0(p),/oo(g)) if and only if 

there exists B > 1 such that 

sup ^CKfclfl-1/"^ <oo. 

PROOF. Follows from Theorem 11, taking s = 0 and Vk = 1 for each k. 

COROLLARY 16 (Roles [1970]). A € (c0(p),/oo) if and only if there exists 

M > 1 such that 

s u p ^ K f c l A f - 1 / " * <oo. 
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P R O O F . Follows from Theorem 11, taking s = 0 and = qk = 1 for 
each k. 

T H E O R E M 17. A € {c^(p,s),c0(q))> if and only if 

(i) \ank/vk\9n -> 0 as n -+ oo for each k, 

and 

(«") lim limsup ( ^ l a ^ M l ^ i V - 1 / ^ 
4n 

= 0. 

P R O O F . Sufficiency. Let £ > 0 and x = (xk) € cj(p, s). Now by (ii) there 
exists integer N > 1 such that 

(3) limsup ( £ |anfc/vfc|A'/"* N~^" ) < e 

Since x = (xk) G CQ(P, s), S O there exists an integer ko such that 

|ufca;fc| < ka/pkN-1/pk for & > k0 

|AW(*)|«» = 

£ L 

oo 
y ^ O n f c X f c l 
fc=l 

fc0 \ « " / \ 9 - 1 

L \ k = l . / \fc>fc0 / 
H ( ko 

Yl\ank/vk\qn/H 

kTx 

\k>ko / 

where L = max (1,2H~ l), H = sup n qn. By taking limsup as n —> oo, by (i) 
and (3) we see that A(x) € c0(q). Hence A € s),co(g)). 

For the necessity of (i), taking x = (0,0,..., 0, l/|ufc|, 0,...) with l/\vk\ 

at the fc-th place and 0 elsewhere. We get \ank/vk\qn —> 0 as n —> oo. The 
necessity of (ii) is obtained in a similar manner as done in Theorem 8. 
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C O R O L L A R Y 18 (Bilgin [1997]). A £ (c0{p,s),c0(q)) if and only if 

(i) |«nfc|'" —̂  0 as n —̂  oo for each k, and 

(ii) lim limsup ( E l anfcl j f c s / p*^~ 1 / p* J = °-
N n \k J 

C O R O L L A R Y 19 (Maddox) [1972]). A € (co{p),c0(q)) if and only if 

(i) |onfc|9" -> 0 os n -> oo for each k, and 

(ii) lim limsup ( V > n k | A T 1 / p f c ) =0. 

P R O O F . Follows from Theorem 17, taking s = 0 and vk — 1 for each k. 
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