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Abstract. The criteria for an entirely bounded solution of a quasi-linear 
differential system are developed via asymptotic boundary value problems. 
The same principle allows us to deduce at the same time the existence of 
periodic orbits, when assuming additionally periodicity in time variables of 
the related right-hand sides. For almost periodicity, the situation is unfortu­
nately not so straightforward. Nevertheless, for the Lipschitzean uniformly 
almost periodic (in time variables) systems, we are able to show that every 
bounded solution becomes almost periodic as well. 

1. Introduction 

The main purpose of this paper consists in discussion whether or not we 
can consider at the same time the existence problems for bounded, periodic 
and almost periodic solutions of differential systems. The idea is, roughly 
speaking, to deduce the results for periodicity or almost periodicity from 
those for boundedness, provided the same for the generating vector fields. 
For the sake of simplicity, we are concerned only with the quasi-linear sys­
tems which have been already systematically studied (see e.g. [1], [2], [8], [9], 
[11], [6], [7] and the references therein). As we will see, our problem can be 
affirmatively answered only partly, because almost periodicity brings some 
serious troubles. On the other hand, the theorems given here still genera­
lize or improve some of their analogies obtained separately (see e.g. those 
by P. Bohl, G.I . Birjuk and M . A . Krasnosel'skii in [8, pp. 360-361, 426], 
[14, p. 100]). 
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2. Unified approach 

Consider the problem 

jX' = AX + F(t,X), 
K ) \ x e s , 

where X = (xi,.. .,xn), A = [a,*] is a constant (n x n)-matrix which is 
hyperbolic (i.e. the eigenvalues have nonzero real parts), F : R n + 1 —> R n is 
a continuous function and S is a (nonempty) bounded, closed subset of the 
Prechet space C ( R , R n ) endowed with the topology of the uniform conver­
gence on compact subintervals of R. 

We start with a very special case of the main result in [4]. 

P R O P O S I T I O N 1. Problem (1) is solvable if there exists a (nonempty), 
closed, convex, bounded subset Q of C ( R , R n ) such that, for any q(t) € Q, 
the problem 

(X' = AX + F(t,q(t)), 
U [X€SnQ 

has a unique solution. 

Defining (the evidently nonempty, closed, convex, bounded subset of C ( R , R n X 

(3) 5 i : = { 5 ( i ) € C ( R , R n ) : s u p | K i ) | | ^ C } , 

where C is a suitable constant which will be specified below and putting 
Q = S = Si, we can get immediately 

P R O P O S I T I O N 2. System 

(4) X' = AX + F{t,X) 

admits, under the above assumptions, an entirely bounded solution if the 
problem 

(X' = AX + F(t,q(t)), 
( 5 ) \xeSi, 

has a solutions for each q(t) € Si. 

file:///xeSi
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For the existence of periodic solutions, we employ still the following well-known 
Massera theorem (see e.g. [17, p.164]). 

L E M M A 1. For the linear system 

(6) X' = AX + P{t), 

where A is as above and P(t) is a continuous, T-periodic n-vector defined 
on R , the existence of a solution which is bounded in the future implies the 
existence of a T-periodic one. 

Hence, replacing S i by (the nonempty, closed, convex, bounded subset of 
C ( R , R n ) ) : 

S 2 := Si n {s{t) € C ( R , R n ) : s(t + T) = s{t)}, 

and putting P(t) = F(t,q(t)) in (5), we obtain as a direct consequence of 
Proposition 2 and Lemma 1 the following 

P R O P O S I T I O N 3. System (4), where F(t + T,X) = F(t,X), admits under 
the assumptions of Proposition 2 a T-periodic solution. 

R E M A R K 1. Obviously, the same can be also done when working only in 
the Banach space of continuous T-periodic functions. 

For the existence of (uniform) almost periodic solutions, the situation 
however becomes different, which will be now discussed in detail. By the 
analogy to the periodic case, it is natural to use the concept of uniform 
almost periodicity for F, because then the composition F(t, q(t)), where q(t) 
is almost periodic, is known (see e.g. [12, p. 14]) to be almost periodic as 
well. 

D E F I N I T I O N (see e.g. [12], [17]) F(t, X) € C ( R n + 1 , R n ) is called uniformly 
almost periodic in t, if for any e > 0 and any D > 0 there exists a positive 
number l(e,D) such that any interval of the length /(£, D) contains a r for 
which 

| |F(t + r , A - ) - F ( t , * ) | | < e 

for all t 6 R and pT | | < D. 

Thus, one may expect to employ in a similar manner as in the perio­
dic case, the generalization of the well-known theorem due to H . Bohr and 
O. Neugebauer (see [8, pp. 423-425]). This says that for the linear system 
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(6) , where A is as above and P(t) is this time almost periodic, every entirely 
bounded solutions is almost periodic. 

However, such an approach fails. Replacing namely Si by the nonempty, 
convex, bounded subset of C ( R , R n ) : 

S3 := Si n {s(t) € C ( R , R n ) : s(t) is almost periodic}, 

one can check that S3 is not closed in the given topology of the uniform 
convergence on compact subintervals of R . This fact seems, unfortunately, 
essential in the negative sense. On the other hand, 53 is a closed subset of 
the Banach space of all almost periodic functions endowed with the topology 
of the uniform convergence on the whole R . But then the operators X = 
T(Q) associated with the solutions of problem (2) , where Q = S — S3, are 
not necessarily compact with the new topology because of the failness of 
the well-known Ascoli-Arzela theorem, related there strictly to the compact 
intervals. 

To conclude, we simply cannot go in this way. Fortunately, later we will 
be able to deduce almost periodicity directly from the integral form of the 
representation of bounded solutions, provided F is Lipschitzean in X. 

3. Estimates for bounded solutions of linear systems 

As we could see in the foregoing section, the estimates of entirely bounded 
solutions of (6) will be crucial. Hence, consider (6) , where A is as above and 
P(t) is a continuous bounded vector function such that 

(7) ( o o » P : = B n p | | P ( 0 | | . 

The following well-known statements (for details see e.g. [8, pp. 3 5 8 - 3 6 0 ] ) 
will be very useful in the sequel. 

L E M M A 2 . Let A be hyperbolic and P(t) satisfy ( 7 ) . Then system (6) has 
exactly one entirely bounded solution 

(8) X{t)= J G{t - s) P(s)ds , 
—00 

where G(i) 6 C ° ° ( R \ { 0 } ) is a suitable (n x n)-matrix function. 

The matrix A can be written in the form S(V,M)S~1, where 5 is a 
regular matrix and (V, Af) is a block diagonal matrix, having the Jordan 
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canonical form, such that the eigenvalues of A with positive real parts make 
the diagonal of V and those with negative real parts make the diagonal of 
N. 

R E M A R K 2 . The matrix function G{t) from (8) takes the form (see [8]) 

(-Sie^^S-1 f o r i < 0 , 
V. \ 5 ( 0 , e ^ ) ^ - 1 f o r i > 0 . 

Hence, for a stable matrix A we have 

t 

(10) X{t)= J eA^P{s)ds. 
— 00 

If each eigenvalue of A has a positive real part, then 
00 

(11) X{t) = -J eA^P{s)ds . 
t 

L E M M A 3 . The folowing estimate holds for X[t) in (8) with G(t) in ( 9 ) : 

oo 

(12) sup \\X(t)\\ < P f \\G(t)\\dt < PCM) , 
—oo 

where C\{A) is a real constant depending only on A. 
For X(t) in (10) or (11) , inequality (12) can be expressed explicitly as 

follows: 

1K\\A\\K 

(is) a •*<«>•<'E iB&jk-
where \ReX\ denotes the minimum of the absolute values of the real parts 
of the eigenvalues of A. (The matrix norms above are compatible with the 
vectors ones). 

P R O O F . The formula (12) follows from (9) (for details see e.g. 8, pp. 3 5 8 - 3 6 0 ] ) . 
For verifying (13) , assume at first that all eigenvalues of A have negative real 
parts. According to (10) , we have 

t 

\\X{t)UP J \\eA{t-a)\\ds 
— 00 
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i.e. 
oo 

||*(0H < PJ \\eAu\\du, 
o 

after the substitution u = t — s. Applying the refined version (see [3, p. 131]) 
of the Gel?fand-Shilov inequality, namely 

fc=0 

we obtain 

k=o h- { 

To get (13), it is sufficient to integrate by parts the last integral. After the 
substitution Y(t) — -X(t) into (6), one can readily check that (13) holds also 
in the case when all the eigenvalues have positive real parts. This completes 
the proof. • 

L E M M A 4. If A is a additionally symmetrical matrix and the Euclidean 
vector norms are used then, under the assumptions of Lemma 3, the following 
estimate holds for X(t) in (8): 

l l * ( * ) l l ^ P | A | ' 

where |A| is the minimum of the absolute values of the eigenvalues of A. 

P R O O F . In (9), an orthogonal matrix S can be employed; (V,Af) is dia­
gonal. Hence, by means of the spectral matrix norm we get 

00 

\\X{t)\\źP J \\G(t-s)\\ds 
—oo 

t oo 

j | | e < * W - > | | d s + j U e ^ X ' - * ) 
—oo t 

= P \\ds ^ 2 P r - , 

For the planar systems, the conclusions of Lemma 2 and 3 can be improved 
in the following way. 
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L E M M A 5. Consider (6), where A is a (2 x 2)-matrix with the eigenvalues 
A i , A2. T/ierc źAe following is true for C\{A) in (12): 

(0 

sgn(Re Ai) = sgn(ReA 2) ̂  0, A x ^ A 2 

C l ( A ) = ] A ^ ( 
l l ^ - A ą g | | , U-XiE\\ 

|ReAi + | R e A 2 | 

(iii) 
Ai > 0 > A 2 , a 2 i 

C1(A) = 
|a2i|(A 

1 f 
- A 2 ) I 

0 2 i ( o i i - A 2 ) (A2 — a u ) ( o n — A i ) 

o 2 1 021(^1-011) 

0 2 i ( A i — o n ) ( o n — A 2 ) ( o n — A i ) 

— ° 2 l 021(011—A 2 ) 

Ai > 0 > A 2 ) a 1 2 ^ 0 

C i ( A ) = 
012(022—Ai) — o J 2 

( a 2 2 - A 2 ) ( 0 2 2 — A l ) O i 2 ( A 2 — 0 2 2 ) 

| a 1 2 | ( A i - A 2 ) Ai 
0 1 2 ( ^ 2 - 0 2 2 ) o f 2 

( O 2 2 - A 2 ) ( A l - 0 2 2 ) O l 2 ( 0 2 2 ~ A l ) 

A x > 0 > A 2 l a i 2 = OJI = 0 = » C i ( A ) = ^ - -
A i A 2 

(One can use row, column, spectral or Schmidt norms above). 

P R O O F . The standard fundamental matrix eAt associated with A reads 
(see e.g. [13, p. 15]) 

(14) eAt = eXlt{E+{A-\lE)t] , 

for the multiplicity case of eigenvalues, and 

(15) 
X\ — A 2 A 2 — \ \ 
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for A i ̂  A 2 . 
In the cases (i) and (ii), the entirely bounded solution X(t) of (6) takes 

the form (10) or (11). Therefore, G(t) = eAt for t > 0 or G(t) = - e A t for 
t < 0, and we can make by the standard manner an estimate for the norm 
of (14) or (15), respectively. This already gives C i ( A ) , after an integration. 

For (iii), we need to know the matrix S. One can see from (15) that, in 
the case a 2 i ^ 0, the first columns of (A — X2E) and (A — XiA) are the 
eigenvectors of A related to A i and A 2 , respectively. Therefore, this columns 
generate 5 (see e.g. [13, pp. 56-59]). Hence, G(i) in (9) takes an explicit 
form, and so we arrive at 

| | G ( t ) K e A l ' l | s ( j l^jS-'W f o r i < 0 

and 

| | G ( t ) K e * » « | | s ( j | tys~l\\ f o r * > 0 . 

Now by means of 

oo t 

(16) f e ^ - ' U s ^ l - and / e

Aa<*->ds = - \ - , 
J A i J - A 2 

t —oo 

we obtain C\ (A) immediately. 
In the case <zi2 ^ 0, the same procedure can be used to obtain C\(A). 
To complete the proof, it is sufficient to put S = E in the diagonal case 

o i 2 = 0, a 2 i = 0, and apply (16). • 

4. Main results 

Now, we can give the main results of our paper. It follows from the in­
vestigation in Part 2 that if we prove the existence of an entirely bounded 
solution of (4) by means of Proposition 2, then the existence of periodic solu­
tions can be immediately deduced as well (see Proposition 3), when assuming 
additionaly the periodicity of F in t. 
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T H E O R E M 1. Let A be a hyperbolic matrix and for F(t,X) bounded in t 
assume 

(17) lim sup ^ M ^ i f ^ $ś Mi uniformly w.r.t. t G R, 
||A-||-+oo \\X\\ 

where /z is a sufficiently small constant. Then system (4) admits an entirely 
bounded solution. 

If additionally, F is periodic in t, then system (4) has at least one T-periodic 
solution. At last, if F is additionaly uniformly almost periodic in t and Lip-
schitzean in X with a sufficiently small Lipschitz constant L, then system 
(4) has at least one almost periodic solution. 

P R O O F . Since condition (17) implies the existence of a positive constant 
C (see (3)) such that 

(18) d sup \\F(t,X)\\^C, 
\\XHC 

tm 

where C\ > 0 is an arbitrary fixed constant (see (12)), the first and second 
assertions follow directly from Propositions 2,3 and Lemmas 2,3. So it re­
mains to prove the almost periodicity case, when following the idea e.g. in 
[8, pp. 426-427]. 

According to Lemmas 2 and 3, the bounded solution X(t) satisfies 

oo 

X(t)= J G(t-s)F(s,X(s))di 

with sup ||A"(i)|| ^ C. Assuming the uniform almost periodicity of F in t (see 

Definition), let r = T(S,C) be an almost period of F for e,C. Thus (cf. [8]) 

OO OO 

X{t + r)= J G(t + T-s)F(s,X{s))ds= j G{t-s)F{s+T,X{s + T))ds , 
-oo -oo 

and consequently, by means of Lipschitzeanity and (12), (18): 

file:////xhc
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\\X(t + r)-X(t)\\ 
oo 

^ j \\G{t-s)\\ [\\F(S + T,X(S + T))-F(S,X(S + T))\\ 

—oo 

+ \\F(S,X(S+T))-F(S,X(S))\\ ds 
J 

oo 

< f sup \\F(t + T,X)-F(t,X)\\ + Lsuj>\\X(t + T)-X(t)\\] f \\G(t)\\dt 

^ fe + L s u p l W + r J - A - W I l l C i ^ ) . 
L <<=]» J 

i€R 

Since L is, by the hypothesis, sufficiently small, we arrive at 

sup \\X(t + r) - X(t)\\ < r^TTyf* ' 

i.e. is almost periodic, which completes the proof. • 

R E M A R K 3. Because of the absence of Lipschitzeanity, Theorem 1 gene­
ralizes, for example, its analogy for boundedness due to P. Bohl (see e.g. 
[8, pp. 360-361]) and coincides with its analogy for almost periodicity due 
to G.I. Birjuk (see e.g. [8, p. 426]). 

T H E O R E M 2. Let all the eigenvalues of A have negative (positive) real 
parts and let there exist a constant C ^ 0 such that 

11*11 

where \ReX\ denotes the minimum of the absolute values of the real parts of 
the eigenvalues of A (its lower estimate in terms of the coefficients of A can 
be found e.g. in [10]); the matrix norm is compatible with the vector one. 
Then the same assertion as in Theorem 1 holds, where for L (in the third 
part) it is sufficient to assume locally (i.e. on \\X\\ ^ C) that 

(19) 
n _ 1 2 f e | |A | | ' 
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P R O O F . — follows immediately from Propositions 2, 3; Theorem 1 and 
Lemmas 2, 3. For the magnitude of the Lipschitzean constant L see (12), 
(13) and the proof of Theorem 1, concerning the sufficient condition L < 
l / C i ( A ) . • 

R E M A R K 4. Obviously, in this particular situation for A, Theorem 2 im­
proves not only Theorem 1 (and so e.g. the mentioned one by G.I. Birjuk), 
but also, for example, its analogy for periodicity due to M . A . Krasnosel'skii 
(see e.g. [14, p. 100]). 

Using Lemma 4, one can repeat the idea of the proof of Theorem 2 to 
obtain 

C O R O L L A R Y 1. Let A be a symmetrical matrix which is hyperbolic, | A | be 
the minimum of the absolute values of the eigenvalues of A and perturbation 
F(t, X) be such that the estimate 

sup | | F ( t , X ) | | < c ! £ i 
\\x\Kc 2 

holds for a constant C ^ 0 (with the Euclidean norms in the left-hand side 
of the inequality). 

Then the same assertion as in Theorem 1 holds with the Lipschitz constant 
satisfying 

(20) J D < B . 

Finally, we can formulate results for planar systems. 

T H E O R E M 3. Consider the system (4), where A is a hyperbolic (2 x 
2) -maim. Let C\{A) be same as in Lemma 5 and the nonlinearity F{t,X) 
satisfy the estimate 

sup \\F(t,X)\\<C/Ci(A) , 
\\XKC 

tes 

for a constant C ^ 0. 
Then the same assertion as in Theorem 1 holds for (4), where for L we 

require 

(21) L < 
1 

C1(A) • 

4. Annates . . . 

file:////x/Kc
file:////xkc
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P R O O F - is trivial, when following the idea of the proof of Theorem 2. • 

C O R O L L A R Y 2. Let A be hyperbolic, F(t, 0) be bounded and F(t, X) be Lip-
schitzean in X with a sufficiently small Lipschitz constant L. Then system 
(4) has exactly one entirely bounded solution. If, additionally, F is T-periodic 
or uniformly almost periodic in t, then system (4) has exactly one T-periodic 
or almost periodic solution, respectively. 

In particular, if all the eigenvalues of A have still negative (positive) real 
parts, then it is sufficient to take L (globally) as in (19). For a symmetrical 
A or for a hyperbolic (2x2)-matrix A, conditions (20) or (21) are sufficient, 
respectively. 

P R O O F . One can easily check that the growth restrictions imposed on F 
by the Lipschitzeanity imply those above. Thus, the existence part follows 
immediately from Theorems 1, 2 and 3. 

For the uniqueness part, it is obviously enough to show that two bounded 
solutions must be identical. Hence, let X(t) and Y(t) be bounded solutions 
of (4). Because of Lemmas 2 and 3, they can be expressed as 

00 

X{t) = J G{t- s) F{s,X{s))ds 

— 00 

and 
00 

Y(t)= J G(t-s)F(s,Y(s))ds , 
—oo 

oo 
where (see (12)) j * \\G{t)\\dt ^ CX{A). 

—oo 
Therefore, we have 

oo 

- rWII ^ / W- a)\\ \\F(s,X(s)) - F(s,Y(s))\\ds ^ 
—oo 

oo 

< L / \\G(t-s)\\\\X(s)-Y{S)\\ds^LC1(A)^U(t)-y(t)h J tern. 
—oo 

and consequently 

[l-LCi(A)]aup\\X(t)-Y(t)\\śO as far as L < l/d(A) , 
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where C\(A) can be expressed in particular cases for A as above (see (19), 
(20), (21)). Since L is by the hypothesis so sufficiently small, we arrive at 
the desired identity X(t) = Y(t). This completes the proof. • 

5. Bounded solutions of quasi-linear systems 
with time-variable coefficients 

Now, consider the system 

(22) X ' = A(t)X + F(t,X) , 

where F is as above, but A(t) is this time continuous (i.e. not necessarily 
constant). The exponential dichotomy criteria for A(t) can be found in [15], 
[16]. Let us note that the appropriate analogies for (22) to Propositions 1, 2 
and 3 can be developed without any problems in the same way. On the other 
hand, the situation for almost periodicity becomes again more complicated, 
even in the linear case. The mentioned generalized Bohr-Neugebauer theorem 
(see [8, pp. 423-425]) has not namely the simple analogy (cf. e.g. with the 
well-known Favard theorem in [8], [17]). That is why we restrict ourselves, 
in this section, only to the study of bounded (periodic) solutions to (22). 

We start with the following lemma (see [8, p. 286]) for the linear system 

(23) X' = A{t) + P(t) , 

where P(t) is continuous and satisfies (7). 
Let A(t) be the maximum of the (real) eigenvalues of the symmetrical 

matrix h[A{t) + -^T(*)] a n d denote A* = supA(i) . 
t&t 

L E M M A 6. If A* < 0 and (7) takes place, then there exists a unique entirely 
bounded solution X{t) of (23) such that 

s u P p r ( t ) | | < - ^ . 

T H E O R E M 4. Let A* < 0 and assume the existence of a positive constant 
C such that 

sup \\F(t,X)\\C-A*C . 
\\x\KC 

4* 

file:////x/KC
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Then system (22) admits an entirely bounded solution. If, additionaly, 
F(t + T,X) = F{t) and A(t + T) = A(t), then (22) admits a T-periodic so­
lution. 

P R O O F — is trivial in view of Lemma 6. • 

6. Concluding remarks 

If P(t) is a measurable T-periodic function, then for a weak bounded 
solution X(t) of (6) we have (see (8)) 

oo oo 

X(t + T)== J G{t + T-s)P(s)ds = J G{t-s)P{s + T)ds = X{t) , 
— 00 —oo 

where the integrals are considered in the sense of Lebesgue. 
So, one can easily develop, on the basis of the appropriately generalized 

Proposition 1 for (4) with the Caratheodory functions F(t, X) (see [5]) the 
analogical statements for weak bounded and periodic solutions. 

In [2], we have significantly improved and extended the results from [4], [5] 
(related to Proposition 1) for Caratheodory systems of differential equations 
as well as differential inclusions. 

A t the present time, we have been also systematicaly studying weak al­
most periodic solutions. 
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