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#### Abstract

The functional differential equation $\left(g\left(x^{\prime}(t)\right)\right)^{\prime}=(F x)(t)$ is considered. Here $g$ is an increasing homomorphism on $\mathbb{R}, g(0)=0$ and $F: C^{1}(J) \rightarrow L_{1}(J)$ is a continuous operator satisfying a growth condition with respect to $x$. A class of nonlinear functional boundary conditions is considered and sufficient conditions for the existence at least one positive and one negative solutions of the boundary value problems are given. Results are proved by the homotopy theory, the Leray-Schauder degree and the Borsuk theorem.


## 1. Introduction

Let $J=[a, b] \subset \mathbb{R}$ be a compact interval. In this paper $L_{1}(J), \mathbf{X}, \mathbf{Y}$ and $A C(J)$ denote the following Banach spaces:

$$
\begin{gathered}
L_{1}(J)=\left\{x: J \rightarrow \mathbb{R} \text { measurable and } \int_{a}^{b}|x(t)| d t<\infty\right\} \text { with norm } \\
\|x\|_{L_{1}}=\int_{a}^{b}|x(t)| d t \\
\mathbf{X}=C^{0}(J) \text { with norm }\|x\|_{0}=\max \{|x(t)|: t \in J\} \\
\mathbf{Y}=C^{1}(J) \text { with norm }\|x\|_{1}=\|x\|_{0} \mid+\left\|x^{\prime}\right\|_{0}
\end{gathered}
$$
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$$
\begin{aligned}
A C(J)= & \{x: J \rightarrow \mathbb{R} \text { absolutely continuous }\} \text { with norm } \\
& \|x\|_{A C}=\|x\|_{0}+\left\|x^{\prime}\right\|_{L_{1}}
\end{aligned}
$$

For each functional $\varphi: \mathbf{X} \rightarrow \mathbb{R}, \operatorname{Im}(\varphi)$ denotes the range of $\varphi$.
By $\mathcal{A}$ we understand the set of all functionals $\varphi: \mathbf{X} \rightarrow \mathbb{R}$ that are
(i) continuous,
(ii) $\varphi(x)=\varphi(|x|)$ for $x \in \mathbf{X}$,
(iii) $x, y \in \mathbf{X},|x(t)|<|y(t)|$ for $t \in J \Rightarrow \varphi(x)<\varphi(y)$,
(iv) $\lim _{u \in \mathbb{R}, u \rightarrow \infty} \varphi(u)=\infty ;^{1)}$
and set $\mathcal{A}_{0}=\{\varphi: \varphi \in \mathcal{A}, \varphi(0)=0\}$.
Remark 1. The set $\mathcal{A}$ was introduced in [8] the first time.
Example 1. Let $p:[0, \infty) \rightarrow \mathbb{R}$ be continuous increasing and $\lim _{u \rightarrow \infty} p(u)=$ $\infty$. Set $\varphi(x)=\int_{a}^{b} p(|x(t)|) d t$ for $x \in \mathbf{X}$ (see [1]). Then $\varphi \in \mathcal{A}$. Next functionals belonging to the set $\mathcal{A}$ are given below:

$$
\max \left\{|x(t)|: t \in J_{1}\right\}, \quad \min \left\{|x(t)|: t \in J_{1}\right\}, \quad \sum_{i=1}^{n} a_{i}\left|x\left(t_{i}\right)\right|
$$

where $J_{1} \subset J$ is a compact interval, $a \leq t_{1}<t_{2}<\ldots<t_{n} \leq b$ and $a_{i} \in(0, \infty)$ (see [8]).

Let $\mathcal{B}$ be the set of all functionals $\varphi: \mathbf{X} \rightarrow \mathbb{R}$ that are
(j) continuous, $\varphi(0)=0$, and
(jj) $x, y \in \mathbf{X}, x(t)<y(t)$ for $t \in J \Rightarrow \varphi(x)<\varphi(y)$.
EXAMPLE 2. Let $J_{1} \subset J$ be a compact interval, $a \leq a_{1}<b_{1} \leq b$ and $n \in \mathbb{N}$. Then the functionals

$$
\max \left\{x(t): t \in J_{1}\right\}, \quad \min \left\{x(t): t \in J_{1}\right\}, \quad \int_{a_{1}}^{b_{1}} x^{2 n+1}(t) d t
$$

belong to $\mathcal{B}$ (see [8]).
Consider the functional differential equation

$$
\begin{equation*}
\left(g\left(x^{\prime}(t)\right)\right)^{\prime}=(F x)(t) \tag{1}
\end{equation*}
$$

where $g$ and $F$ satisfy the following assumptions:

1) We identificate the subspace of $\mathbf{X}$ of constant functions with $\mathbb{R}$.
$\left(H_{1}\right) g: \mathbb{R} \rightarrow \mathbb{R}$ is an increasing homeomorphism with inverse $g^{-1}$ and such that $g(0)=0$;
$\left(H_{2}\right) F: \mathbf{Y} \rightarrow L_{1}(J)$ is a continuous operator.
Together with (1) we concern in the boundary conditions

$$
\begin{align*}
& \omega(x)=A  \tag{2}\\
& \gamma\left(x^{\prime}\right)=0
\end{align*}
$$

where $\omega \in \mathcal{A}, \gamma \in \mathcal{B}$ and $A \in \mathbb{R}$.
A function $x \in \mathbf{Y}$ is said to be a solution of boundary value problem (BVP for short) (1)-(3) if $g\left(x^{\prime}\right) \in A C(J), x$ satisfies boundary conditions (2), (3) and (1) is satisfied for a.e. $t \in J$.

Remark 2. The special case of $g$ in (1) is the $p$-Laplacian $g_{p}: \mathbb{R} \rightarrow \mathbb{R}$ defined by

$$
g_{p}(u)=|u|^{p-2} u
$$

for $p>1$ (see e.g. [3], [5] and references therein).
The special case of (1) (with $g(u) \equiv u$ ) is the functional differential equation

$$
\begin{equation*}
x^{\prime \prime}(t)=(F x)(t) \tag{4}
\end{equation*}
$$

Note that multiplicity results for (4) with nonlinear functional boundary conditions were given by Brykalov ([1], [2]) and the author ([7]-[9]). In [1], [2] results are proved under the assumption that $F$ is bounded and in [7]-[9] under the assumption that $F$ satisfies a growth condition of the type

$$
|(F x)(t)| \leq f\left(\left|x^{\prime}(t)\right|\right)
$$

for a.e. $t \in J$ and each $x \in \mathbf{Y}$, where $f:[0, \infty) \rightarrow(0, \infty)$ is nondecreasing and $\int_{0}^{\infty} \frac{t d t}{f(t)}=\infty([9])$ resp. $\int_{0}^{\infty} \frac{d t}{f(t)}=\infty([7],[8])$. In [7]-[9] the results were proved by the Bihari lemma, the theory of homotopy, the Leray-Schauder degree and the Borsuk theorem.

In the present paper we assume that $F$ satisfies a growth condition depending only on $x$ and give sufficient conditions for any solution of BVP (1)-(3) does not vanish on $J$ and there exist at least one positive and at least one negative solutions. In contradiction to [7]-[9] we can't now apply the Bihari lemma. Results are proved by the theory of homotopy, the Leray-Schauder degree and the Borsuk theorem (see, e.g., [4] and [10]).

## 2. Lemmas

Lemma 1. [8]. Let $\varphi \in \mathcal{A}, A \in \operatorname{Im}(\varphi)$. Then
(a) $\varphi(0) \leq \varphi(x)$ for each $x \in \mathbf{X}$,
(b) $\varphi(r)=A$ for a unique nonnegative constant $r$,
(c) $x, y \in \mathbf{X},|x(t)| \leq|y(t)|$ for $t \in J \Rightarrow \varphi(x) \leq \varphi(y)$.

Lemma 2. [8]. Let $\varphi \in \mathcal{A}$ and $\varphi(x)=\varphi(y)$ for some $x, y \in \mathbf{X}$. Then there exists a $\tau \in J$ such that

$$
|x(\tau)|=|y(\tau)| .
$$

Lemma 3. [7]. Let $\varphi \in \mathcal{A}$ and $\varphi(x) \leq \varphi(y)$ for some $x, y \in \mathbf{X}$. Then there exists a $\xi \in J$ such that

$$
|x(\xi)| \leq|y(\xi)| .
$$

Lemma 4. [8]. Let $\varphi \in \mathcal{B}, A \in \operatorname{Im}(\varphi)$. Then $\varphi(d)=A$ for a unique $d \in \mathbb{R}$.

Lemma 5. [8]. Let $\varphi \in \mathcal{B}$ and $c \in[0,1]$. Let the equality

$$
\varphi(x)-c \varphi(-x)=0
$$

be satisfied for an $x \in \mathbf{X}$. Then exists a $\tau \in J$ such that

$$
x(\tau)=0
$$

Lemma 6. Let assumption $\left(H_{1}\right)$ be satisfied and let $\left\{y_{n}\right\} \subset \mathbf{Y}$ be a bounded sequence such that

$$
\begin{equation*}
\left|g\left(y_{n}^{\prime}\left(t_{1}\right)\right)-g\left(y_{n}^{\prime}\left(t_{2}\right)\right)\right| \leq\left|\int_{t_{1}}^{t_{2}} \psi(t) d t\right| \tag{5}
\end{equation*}
$$

for each $t_{1}, t_{2} \in J$ and $n \in \mathbb{N}$, where $\psi \in L_{1}(J)$ is a nonnegative function. Then $\left\{y_{n}\right\}$ is compact (in $\mathbf{Y}$ ).

Proof. By assumption, $\left\{y_{n}\right\}$ is bounded in $\mathbf{Y}$. To prove our lemma it is sufficient to show that there exists a convergent subsequence of $\left\{y_{n}^{\prime}\right\}$ in $\mathbf{X}$. We see that $\left\{g\left(y_{n}^{\prime}\right)\right\}$ is bounded in $\mathbf{X}$, and consequently (5) and the Arzelà-Ascoli theorem imply the existence of subsequence $\left\{g\left(y_{k_{n}}^{\prime}\right)\right\}$ converging in $\mathbf{X}$. Set
$z_{k_{n}}=g\left(y_{k_{n}}^{\prime}\right)$. Then $y_{k_{n}}^{\prime}=g^{-1}\left(z_{k_{n}}\right)$ and since (cf. $\left.\left(H_{1}\right)\right) g^{-1}$ is increasing on $\mathbb{R}$ and $\left\{z_{k_{n}}\right\}$ is convergent in $\mathbf{X},\left\{y_{k_{n}}^{\prime}\right\}$ is convergent in $\mathbf{X}$ as well.

For each $g$ satisfying $\left(H_{1}\right)$, define the function $G^{-1}:[0, \infty) \rightarrow[0, \infty)$ by the formula.

$$
G^{-1}(v)=\max \left\{g^{-1}(v),-g^{-1}(-v)\right\}
$$

Then $G$ is continuous and increasing on $[0, \infty)$.
REMARK 3. If $g$ satisfying $\left(H_{1}\right)$ is an odd function, then $G^{-1}(v)=$ $g^{-1}(v)$ for $v \in[0, \infty)$. In particular $G^{-1}(v)=v$ and $G^{-1}(v)=\sqrt[p-1]{v}$ on $[0, \infty)$ for $g(u)=u$ and $g(u)=|u|^{p-2} u(p>1)$ on $\mathbb{R}$, respectively.

We assume throughout this paper that the operator $F$ and the function $g$ satisfy assumptions $\left(H_{1}\right)-\left(H_{4}\right)$, where
$\left(H_{3}\right)$ There exist a continuous nondecreasing function $f:[0, \infty) \rightarrow[0, \infty)$ and nonnegative functions $\alpha, \beta \in L_{1}(J)$ such that
(6) $\quad|(F x)(t)| \leq \alpha(t) f\left(\|x\|_{0}\right)+\beta(t) \quad$ for a.e. $t \in J$ and each $x \in \mathbf{Y}$;
$\left(H_{4}\right)$ The function $S:[0, \infty) \rightarrow \mathbb{R}$,

$$
\begin{equation*}
S(v)=v-h(v) \tag{7}
\end{equation*}
$$

is increasing on $[0, \infty)$ and

$$
\begin{equation*}
\lim _{v \rightarrow \infty} S(v)=\infty \tag{8}
\end{equation*}
$$

where $h:[0, \infty) \rightarrow \mathbb{R}$,

$$
\begin{equation*}
h(v)=\int_{a}^{b} G^{-1}(f(v) \Lambda(t)+\Psi(t)) d t \tag{9}
\end{equation*}
$$

and

$$
\begin{aligned}
& \Lambda(t)=\max \left(\int_{a}^{t} \alpha(s) d s, \int_{t}^{b} \alpha(s) d s\right) \\
& \Psi(t)=\max \left(\int_{a}^{t} \beta(s) d s, \int_{t}^{b} \beta(s) d s\right) .
\end{aligned}
$$

The fact that $F$ and $g$ satisfy assumptions $\left(H_{1}\right)-\left(H_{4}\right)$ will be stated explicitly only in assumptions of our theorems.

Remark 4. Clearly (cf. $\left(H_{3}\right)$ ), $S \in C^{0}([0, \infty)), S(0) \leq 0, S^{-1}(0) \geq$ $0, h(v)=\left\|G^{-1}(b(v) \Lambda(t)+\Psi(t))\right\|_{L_{1}}$, and there exists the inverse function $S^{-1}:[S(0), \infty) \rightarrow[0, \infty)$ to $S$. Moreover, $\Lambda(t) \leq\|\alpha\|_{L_{1}}, \Psi(t) \leq\|\beta\|_{L_{1}}$ for $t \in J$. If $g(u) \equiv u$, then $S(v)=v-f(v)\|\Lambda\|_{L_{1}}-\|\Psi\|_{L_{1}}$. For $g(u)=|u|^{p-2} u$ ( $p>1$ ) we have (cf. Remark 3) $S(v)=v-\int_{a}^{b} \sqrt[p-1]{f(v) \Lambda(t)+\Psi(t)} d t$.

Lemma 7. Let $u(t)$ be a solution of (1) such that $u(\xi)=0, u^{\prime}(\tau)=0$ for some $\xi, \tau \in J$. Then

$$
\begin{equation*}
\|u\|_{0} \leq S^{-1}(0) \tag{10}
\end{equation*}
$$

Proof. Integrating the equality

$$
\left(g\left(u^{\prime}(t)\right)\right)^{\prime}=(F u)(t) \quad \text { for a.e. } \quad t \in J
$$

from $\tau$ to $t$ we obtain $g\left(u^{\prime}(t)\right)=f_{\tau}^{t}(F u)(s) d s$ since $g\left(u^{\prime}(\tau)\right)=0$, and therefore (for $t \in J$ )

$$
\begin{gathered}
u^{\prime}(t)=g^{-1}\left(\int_{\tau}^{t}(F u)(s) d s\right) \\
u(t)=\int_{\xi}^{t} g^{-1}\left(\int_{\tau}^{s}(F u)(v) d v\right) d s
\end{gathered}
$$

Then

$$
\begin{equation*}
|u(t)| \leq\left|\int_{\xi}^{t}\right| g^{-1}\left(\int_{\tau}^{s}(F u)(v) d v\right)|d s| \tag{11}
\end{equation*}
$$

for $t \in J$. Since (cf. $\left(H_{3}\right)$ )

$$
\left|\int_{\tau}^{s}(F u)(v) d v\right| \leq\left|\int_{\tau}^{s}\right|(F u)(v)|d v| \leq f\left(\|u\|_{0}\right)\left|\int_{\tau}^{s} \alpha(v) d v\right|+\left|\int_{\tau}^{s} \beta(v) d v\right|
$$

we see that

$$
\mid g^{-1}\left(\int_{\tau}^{s}(F u)(v) d v \mid \leq G^{-1}\left(f\left(\|u\|_{0}\right)\left|\int_{\tau}^{s} \alpha(v) d v\right|+\left|\int_{\tau}^{s} \beta(v) d v\right|\right)\right)
$$

for $s \in J$. Hence

$$
\begin{align*}
& \left|\int_{\xi}^{t} g^{-1}\left(\int_{\tau}^{s}(F u)(v) d v\right) d s\right| \\
& \quad \leq\left|\int_{\xi}^{t} G^{-1}\left(f\left(\|u\|_{0}\right)\left|\int_{\tau}^{s} \alpha(v) d v\right|+\left|\int_{\tau}^{s} \beta(v) d v\right|\right) d s\right|  \tag{12}\\
& \quad \leq \int_{a}^{b} G^{-1}\left(f\left(\|u\|_{0}\right) \Lambda(t)+\Psi(t)\right) d t
\end{align*}
$$

for $t \in J$, and consequently (cf. (9) and (11)) $\|u\|_{0} \leq h\left(\|u\|_{0}\right)$. This gives $S\left(\|u\|_{0}\right) \leq 0$ which implies (10).

Corollary 1. Let $u(t)$ be a solution of (1), $u^{\prime}(\tau)=0$ for a $\tau \in J$ and $\|u\|_{0}>S^{-1}(0)$. Then

$$
|u(t)|>0 \quad \text { for } \quad t \in J
$$

Proof. If not, there exists a $\xi \in J$ such that $u(\xi)=0$. Then, by Lemma $7,\|u\|_{0} \leq S^{-1}(0)$, a contradiction.

Consider the functional differential equation

$$
\left(g\left(x^{\prime}(t)\right)\right)^{\prime}=\lambda(F x)(t), \quad \lambda \in[0,1]
$$

depending on the parametr $\lambda$.
Lemma 8. Let $m>0$ a constant and $u(t)$ be a solution of (13 $3_{\lambda}$ for a $\lambda \in[0,1]$ such that $|u(\xi)|=m, u^{\prime}(\tau)=0$ for some $\xi, \tau \in J$. Then

$$
\begin{equation*}
\|u\|_{0} \leq S^{-1}(m) \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|u^{\prime}\right\|_{0} \leq G^{-1}\left(f\left(S^{-1}(m)\right)\|\alpha\|_{L_{1}}+\|\beta\|_{L_{1}}\right) \tag{15}
\end{equation*}
$$

Proof. Integrating the equality (for a.e. $t \in J$ )

$$
\left(g\left(u^{\prime}(t)\right)\right)^{\prime}=\lambda(F u)(t)
$$

from $\tau$ to $t$ we obtain

$$
g\left(u^{\prime}(t)\right)=\lambda \int_{\tau}^{t}(F u)(s) d s
$$

and therefore

$$
\begin{gather*}
u^{\prime}(t)=g^{-1}\left(\lambda \int_{\tau}^{t}(F u)(s) d s\right)  \tag{16}\\
u(t)=u(\xi)+\int_{\xi}^{t} g^{-1}\left(\lambda \int_{\tau}^{s}(F u)(v) d v\right) d s
\end{gather*}
$$

for $t \in J$. Using the inequalities

$$
\begin{gathered}
|u(t)| \leq m+\left|\int_{\xi}^{t} g^{-1}\left(\lambda \int_{\tau}^{s}(F u)(v) d v\right) d s\right| \\
\left|\begin{array}{l}
\lambda \\
\lambda \int_{\tau}^{t}(F u)(s) d s
\end{array}\right| \leq f\left(\|u\|_{0}\right) \Lambda(t)+\Psi(t)
\end{gathered}
$$

we see that (cf. proof of Lemma 7 ) $|u(t)| \leq m+h\left(\|u\|_{0}\right)$ for $t \in J$. Consequently, $S\left(\|u\|_{0}\right) \leq m$ and inequality (14) holds. Then

$$
\left|\lambda \int_{\tau}^{t}(F u)(s) d s\right| \leq f\left(\|u\|_{0}\right)\left|\int_{\tau}^{t} \alpha(s) d s\right|+\left|\int_{\tau}^{t} \beta(s) d s\right| \leq f\left(S^{-1}(m)\right)\|\alpha\|_{L_{1}}+\|\beta\|_{L_{1}}
$$

which and (16) together imply (15).
For each $x \in \mathbf{X}$ define $x_{+}, x_{-} \in \mathbf{X}$ by the formulas

$$
x_{+}(t)=\left\{\begin{array}{ll}
x(t) & \text { for } x(t) \geq 0 \\
0 & \text { for } x(t)<0,
\end{array} \quad x_{-}(t)= \begin{cases}0 & \text { for } x(t) \geq 0 \\
-x(t) & \text { for } x(t)<0\end{cases}\right.
$$

Then $x_{+}(t) \geq 0, x_{-}(t) \geq 0$ for $t \in J$ and $x=x_{+} x_{-}$.
Lemma 9. Let $\omega \in \mathcal{A}_{0}, \gamma \in \mathcal{B}, r, k, l, l_{1}$ be positive constants, $k>r$ and $\Omega=\left\{(x, \alpha, \beta):(x, \alpha, \beta) \in \mathbf{Y} \times \mathbb{R}^{2},\|x\|_{0}<k,\left\|x^{\prime}\right\|_{0}<l,|\alpha|<k,|\beta|<l_{1}\right\}$.

Let

$$
\begin{gathered}
\Gamma_{i}: \bar{\Omega} \rightarrow \mathbf{Y} \times \mathbb{R}^{2} \quad(i=1,2) \\
\Gamma_{1}(x, \alpha, \beta)=\left(\alpha+g^{-1}(\beta)(t-a), \alpha+\omega\left(x_{+}\right)-\omega(\mu), \beta+\gamma\left(x^{\prime}\right)\right) \\
\Gamma_{2}(x, \alpha, \beta)=\left(\alpha+g^{-1}(\beta)(t-a), \alpha+\omega\left(x_{-}\right)-\omega(\mu), \beta+\gamma\left(x^{\prime}\right)\right)
\end{gathered}
$$

Then

$$
\begin{equation*}
D\left(I-\Gamma_{i}, \Omega, 0\right) \neq 0 \quad \text { for } \quad i=1,2 \tag{17}
\end{equation*}
$$

Here "D" denotes the Leray-Schauder degree and I is the identity operator on $\mathbf{Y}$.

Proof. First of all, we see that $\Omega$ is an open bounded and symmetric subset of the Banach space $\mathbf{Y} \times \mathbb{R}^{2}$ with usual norm and $\omega(\tau)>0$ since $\omega \in \mathcal{A}_{0}$ and $\tau>0$. Define (for $i=1,2$ )

$$
H_{i}:[0,1] \times \bar{\Omega} \rightarrow \mathbf{Y} \times \mathbb{R}^{2}
$$

by

$$
\begin{gathered}
H_{1}(\lambda, x, \alpha, \beta)=\left(\alpha+\left(g^{-1}(\beta)-(1-\lambda) g^{-1}(-\beta)\right)(t-a)\right. \\
\left.\alpha+\omega\left(x_{+}\right)-\omega\left((1-\lambda) x_{-}\right)-\lambda \omega(\mu), \beta+\gamma\left(x^{\prime}\right)-(1-\lambda) \gamma\left(-x^{\prime}\right)\right) \\
H_{2}(\lambda, x, \alpha, \beta)=\left(\alpha+\left(g^{-1}(\beta)-(1-\lambda) g^{-1}(-\beta)\right)(t-a)\right. \\
\left.\alpha+\omega\left(x_{-}\right)-\omega\left((1-\lambda) x_{+}\right)-\lambda \omega(\mu), \beta+\gamma\left(x^{\prime}\right)-(1-\lambda) \gamma\left(-x^{\prime}\right)\right) .
\end{gathered}
$$

Clearly,

$$
H_{i}(1, x, \alpha, \beta)=\Gamma_{i}(x, \alpha, \beta)
$$

for $(x, \alpha, \beta) \in \bar{\Omega}$ and $i=1,2$. Hence, to prove (17) it is sufficient to verify, by the homotopy theory and the Borsuk theorem, that (for $i=1,2$ )
(a) $H_{i}(0, \cdot, \cdot, \cdot)$ is an odd operator, that is, $H_{i}(0,-x,-\alpha,-\beta)=-H_{i}(0, x, \alpha, \beta)$ for $(x, \alpha, \beta) \in \bar{\Omega}$,
(b) $H_{i}$ a compact operator, and
(c) $H_{i}(\lambda, x, \alpha, \beta) \neq(x, \alpha, \beta)$ for $(\lambda, x, \alpha, \beta) \in[0,1] \times \partial \Omega$.

We prove, for instance, (17) for $i=1$. The proof of (17) with $i=2$ is similar. Fix $(x, \alpha, \beta) \in \bar{\Omega}$. Then

$$
\begin{gathered}
H_{1}(0,-x,-\alpha,-\beta)=\left(-\alpha+\left(g^{-1}(-\beta)-g^{-1}(\beta)\right)(t-a),-\alpha+\omega\left(x_{-}\right)-\omega\left(x_{+}\right)\right. \\
\left.-\beta+\gamma\left(-x^{\prime}\right)-\gamma\left(x^{\prime}\right)\right)=-\left(\alpha+\left(g^{-1}(\beta)-g^{-1}(-\beta)\right)(t-a)\right. \\
\left.\alpha+\omega\left(x_{+}\right)-\omega\left(x_{-}\right), \beta+\gamma\left(x^{\prime}\right)-\gamma\left(-x^{\prime}\right)\right)=-H_{1}(0, x, \alpha, \beta)
\end{gathered}
$$

since $(-u)_{+}=u_{-}$and $(-u)_{-}=u_{+}$for any $u \in \mathbf{X}$. Hence $H_{1}(0, \cdot, \cdot, \cdot)$ satisfies (a) (with $i=1$ ).

We proceed to show that $H_{1}$ is a compact operator. Let $\left\{\left(\lambda_{n}, x_{n}, \alpha_{n}, \beta_{n}\right)\right\}$ $\subset[0,1] \times \bar{\Omega}$ be a sequence, Then $0 \leq \lambda_{n} \leq 1,\left\|x_{n}\right\|_{0} \leq k,\left\|x_{n}^{\prime}\right\|_{0} \leq l,\left|\alpha_{n}\right| \leq$ $k,\left|\beta_{n}\right| \leq l_{1}$ for each $n \in \mathbb{N}$. Consequently, $\left\{\omega\left(\left(x_{n}\right)_{+}\right)\right\},\left\{\omega\left(\left(1-\lambda_{n}\right)\left(x_{n}\right)_{-}\right)\right\}$, $\left\{\gamma\left(x_{n}^{\prime}\right)\right\}$ and $\left\{\gamma\left(-x_{n}^{\prime}\right)\right\}$ are bounded sequences (in $\mathbb{R}$ ) and, by the Bolzano--Weierstrass theorem, without restiction of generality, we can assume that $\left\{\lambda_{n}\right\},\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\},\left\{\omega\left(\left(x_{n}\right)_{+}\right)\right\},\left\{\omega\left(\left(1-\lambda_{n}\right)\left(x_{n}\right)_{-}\right)\right\},\left\{\gamma\left(x_{n}^{\prime}\right)\right\}$ and $\left\{\gamma\left(-x_{n}^{\prime}\right)\right\}$ are convergent. Hence there exists limits

$$
\lim _{n \rightarrow \infty}\left(\alpha_{n}+\left(g^{-1}\left(\beta_{n}\right)-\left(1-\lambda_{n}\right) g^{-1}\left(-\beta_{n}\right)\right)(t-a)\right)
$$

in $\mathbf{Y}$ and

$$
\begin{gathered}
\lim _{n \rightarrow \infty}\left(\alpha_{n}+\left(\omega\left(\left(x_{n}\right)_{+}\right)-\omega\left(\left(1-\lambda_{n}\right)\left(x_{n}\right)_{-}\right)-\lambda_{n} \omega(\tau)\right)\right. \\
\lim _{n \rightarrow \infty}\left(\beta_{n}+\gamma\left(x_{n}^{\prime}\right)-\left(1-\lambda_{n}\right) \gamma\left(-x_{n}^{\prime}\right)\right)
\end{gathered}
$$

in $\mathbb{R}$, and consequently there exists $\lim _{n \rightarrow \infty} H_{1}\left(\lambda_{n}, x_{n}, \alpha_{n}, \beta_{n}\right)$ in $\mathrm{Y} \times \mathbb{R}^{2}$. Moreover, from the continuity od $\omega$ and $\gamma$ we deduce that $H_{1}$ is a continuous operator. It follows that $H_{1}$ is a compact operator.

It remains to prove (c) (for $i=1$ ). Assume, on the contrary, that

$$
H_{1}\left(\lambda_{0}, x_{0}, \alpha_{0}, \beta_{0}\right)=\left(x_{0}, \alpha_{0}, \beta_{0}\right)
$$

for a $\left(\lambda_{0}, x_{0}, \alpha_{0}, \beta_{0}\right) \in[0,1] \times \partial \Omega$. Then

$$
\begin{gather*}
x_{0}(t)=\alpha_{0}+\left(g^{-1}\left(\beta_{0}\right)-\left(1-\lambda_{0}\right) g^{-1}\left(-\beta_{0}\right)\right)(t-a) \quad \text { for } \quad t \in J,  \tag{18}\\
\omega\left(\left(x_{0}\right)_{+}\right)-\omega\left(\left(1-\lambda_{0}\right)\left(x_{0}\right)_{-}\right)=\lambda_{0} \omega(\tau)
\end{gather*}
$$

and

$$
\begin{equation*}
\gamma\left(x_{0}^{\prime}\right)-\left(1-\lambda_{0}\right) \gamma\left(-x_{0}^{\prime}\right)=0 . \tag{20}
\end{equation*}
$$

From (20) and Lemma 5 (with $\varphi=\gamma, c=1-\lambda_{0}, x=x_{0}^{\prime}$ ) it follows that $x_{0}^{\prime}(\tau)=0$ for a $\tau \in J$. Then (cf. (18))

$$
g^{-1}\left(\beta_{0}\right)-\left(1-\lambda_{0}\right) g^{-1}\left(-\beta_{0}\right)=0
$$

which is satisfied if and only if $\beta_{0}=0$ since $u g^{-1}(u)>0$ for all $u \in \mathbb{R} \backslash\{0\}$; hence

$$
x_{0}(t)=\alpha_{0} \quad \text { for } \quad t \in J
$$

By our assumption $\left(\alpha_{0}, \alpha_{0}, 0\right)=\left(x_{0}, \alpha_{0}, \beta_{0}\right) \in \partial \Omega$ and therefore $\left|\alpha_{0}\right|=k$ $(>r)$. Assume $\alpha_{0}=k$. By (19), $\omega(k)=\lambda_{0} \omega(\mu)$, which contradicts $\lambda_{0} \omega(\mu) \leq$ $\omega(\mu)<\omega(k)$. If $\alpha_{0}=-k$, then (cf. (19))

$$
-\omega\left(\left(1-\lambda_{0}\right) k\right)=\lambda_{0} \omega(\mu) .
$$

Since $\omega\left(\left(1-\lambda_{0}\right) k\right) \geq 0$ and $\omega(\mu)>0$, the last equality is satisfied if and only if $\lambda_{0}=0$ and $\omega(k)=0$, which is impossible. This completes the proof.

## 3. Existence results

Existence results for BVP (1)-(3) are given in two theorem. In Theorem 1 we assume that $\omega \in \mathcal{A}_{0}$. By Theorem 1 , existence results for each $\omega \in \mathcal{A}$ are proved in Theorem 2 .

Theorem 1. Let assumptions $\left(H_{1}\right)-\left(H_{4}\right)$ be satisfied and let $\omega \in \mathcal{A}_{0}, \gamma \in$ $\mathcal{B}$. Then for each $A \in \mathbb{R}$ such that

$$
A>\omega\left(S^{-1}(0)\right)
$$

any solution of $B V P$ (1)-(3) does not vanish on $J$, and there exist at least one negative and at least one positive solutions.

Proof. Fix $A>\omega\left(S^{-1}(0)\right)$. Then (cf. Remark 4) $A>0$. By Lemma 1 , there exists a unique positive constant $\mu$ such that $\omega(\mu)=A$. Hence $\omega(\mu)>\omega\left(S^{-1}(0)\right)$, and consequently

$$
\begin{equation*}
r>S^{-1}(0) \tag{21}
\end{equation*}
$$

Let $u(t)$ be a solution of BVP (1)-(3). Then $\omega(u)=A(=\omega(\mu)), \gamma\left(u^{\prime}\right)=$ 0 , and so (cf. Lemma 2 and Lemma 5 with $c=0)|u(\xi)|=r, u^{\prime}(\tau)=0$ for some $\xi, \tau \in J$. Thus (cf. (21)) $\|u\|_{0}>S^{-1}(0)$, which yields $|u(t)|>0$ for $t \in J$ by Corollary 1 . We have proved that any solution of BVP (1)-(3) (provided that one exists) does not vanish on $J$.

We proceed to show that then exists at least one positive solution of BVP (1)-(3). Set

$$
\begin{gathered}
k=S^{-1}(r)+r, \quad l=G^{-1}\left(l_{1}\right) \\
\Omega=\left\{(x, \alpha, \beta):(x, \alpha, \beta) \in \mathbf{Y} \times \mathbb{R}^{2},\|x\|_{0}<k,\left\|x^{\prime}\right\|_{0}<l,|\alpha|<k,|\beta|<l_{1}\right\}
\end{gathered}
$$

where

$$
l_{1}=f\left(S^{-1}(r)\right)\|\alpha\|_{L_{1}}+\|\beta\|_{L_{1}}+1
$$

Let the operator $S_{1}:[0,1] \times \bar{\Omega} \rightarrow \mathbf{Y} \times \mathbb{R}^{2}$ be given by the formula

$$
\begin{aligned}
& S_{1}(\lambda, x, \alpha, \beta) \\
& \quad=\left(\alpha+\int_{a}^{b} g^{-1}\left(\beta+\lambda \int_{a}^{s}(F x)(v) d v\right) d s, \alpha+\omega\left(x_{+}\right)-\omega(\mu), \beta+\gamma\left(x^{\prime}\right)\right) .
\end{aligned}
$$

Obviously, $S_{1}(0, x, \alpha, \beta)=\Gamma_{1}(x, \alpha, \beta)$ for $(x, \alpha, \beta) \in \bar{\Omega}$, where $\Gamma_{1}$ is defined in Lemma 9. Consider the operator equation

$$
S_{1}(\lambda, x, \alpha, \beta)=(x, \alpha, \beta), \quad \lambda \in[0,1]
$$

depending on the parametr $\lambda$. We next prove that $\left(22_{1}\right)$ has a solution. As $D\left(I-\Gamma_{1}, \Omega, 0\right) \neq 0$ by Lemma 9 , it is sufficient to check that (cf [4], [10])
(a) $S_{1}$ is a compact operator, and
(b) $S_{1}(\lambda, x, \alpha, \beta) \neq(x, \alpha, \beta)$ for each $(\lambda, x, \alpha, \beta) \in[0,1] \times \partial \Omega$.

From the continuity of $g^{-1}, F, \omega$ and $\gamma$ we deduce that $S_{1}$ is a continuous operator. Let $\left\{\left(\lambda_{n}, x_{n}, \alpha_{n}, \beta_{n}\right)\right\} \subset[0,1] \times \bar{\Omega}$ be a sequence and set

$$
\left(y_{n}, a_{n}, b_{n}\right)=S_{1}\left(\lambda_{n}, x_{n}, \alpha_{n}, \beta_{n}\right)
$$

for $n \in \mathbb{N}$. Then

$$
\begin{equation*}
y_{n}(t)=\alpha_{n}+\int_{a}^{t} g^{-1}\left(\beta_{n}+\lambda_{n} \int_{a}^{s}\left(F x_{n}\right)(v) d v\right) d s \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{n}=\beta_{n}+\gamma\left(x_{n}^{\prime}\right) \tag{25}
\end{equation*}
$$

for $n \in \mathbb{N}$. We will prove that the sequence $\left\{y_{n}\right\}$ is compact in $\mathbf{Y}$. Since $0 \leq \lambda_{n} \leq 1,\left\|x_{n}\right\|_{0} \leq k,\left\|x_{n}^{\prime}\right\|_{0} \leq l,\left|\alpha_{n}\right| \leq k$ and $\left|\beta_{n}\right| \leq l_{1}$, we conclude that (cf. (23) and the definition of $G^{-1}$ )

$$
\begin{gathered}
\|y\|_{0} \leq k+(b-a) G^{-1}\left(l_{1}+f\left(\left\|x_{n}\right\|_{0}\right)\|\alpha\|_{L_{1}}+\|\beta\|_{L_{1}}\right) \\
\leq k+(b-a) G^{-1}\left(l_{1}+f(k)\|\alpha\|_{L_{1}}+\|\beta\|_{L_{1}}\right), \\
\left\|y_{n}^{\prime}\right\|_{0} \leq G^{-1}\left(l_{1}+f(k) \alpha\left\|_{L_{1}}+\right\| \beta \|_{L_{1}}\right)
\end{gathered}
$$

and, moreover,

$$
\left|g\left(y_{n}^{\prime}\left(t_{1}\right)\right)-g\left(y_{n}^{\prime}\left(t_{2}\right)\right)\right| \leq \lambda_{n}\left|\int_{t_{1}}^{t_{2}}\left(F x_{n}\right)(t) d t\right| \leq\left|\int_{t_{1}}^{t_{2}} \psi(t) d t\right|
$$

for each $n \in \mathbb{N}, t_{1}, t_{2} \in J$, where $\psi(t)=f(k) \alpha(t)+\beta(t)\left(\epsilon L_{1}(J)\right)$. By Lemma $6,\left\{y_{n}\right\}$ is compact in Y. From this and from the inequalities (cf. (24) and (25))

$$
\left|a_{n}\right| \leq k+\omega(k)+\omega(r), \quad\left|b_{n}\right| \leq l_{1}+\max \{\gamma(l),-\gamma(-l)\}
$$

for $n \in \mathbb{N}$, we deduce that $\left\{\left(y_{n}, a_{n}, b_{n}\right)\right\}$ is compact in $\mathbf{Y} \times \mathbb{R}^{2}$. Hence $S_{1}$ is a compact operator.

To prove property (b) of $S_{1}$ we assume, on the contrary, that

$$
\begin{equation*}
S_{1}\left(\lambda_{0}, x_{0}, \alpha_{0}, \beta_{0}\right)=\left(x_{0}, \alpha_{0}, \beta_{0}\right) \tag{26}
\end{equation*}
$$

for a $\left(\lambda_{0}, x_{0}, \alpha_{0}, \beta_{0}\right) \in[0,1] \times \partial \Omega$. Then

$$
\begin{equation*}
x_{0}(t)=\alpha_{0}+\int_{a}^{t} g^{-1}\left(\beta_{0}+\lambda_{0} \int_{a}^{s}\left(F x_{0}\right)(v) d v\right) d s, \quad t \in J \tag{27}
\end{equation*}
$$

$$
\begin{equation*}
\omega\left(\left(x_{0}\right)_{+}\right)=\omega(\mu) \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma\left(x_{0}^{\prime}\right)=0 \tag{29}
\end{equation*}
$$

By (28) and Lemma 2,

$$
\begin{equation*}
\left(x_{0}\right)_{+}(\xi)=r \tag{30}
\end{equation*}
$$

for a $\xi \in J$, and

$$
\begin{equation*}
x_{0}^{\prime}(\tau)=0 \tag{31}
\end{equation*}
$$

for a $\tau \in J$ by (29) and Lemma 5 (with $c=0$ ). From (27) we see that

$$
\left(g\left(x_{0}^{\prime}(t)\right)\right)^{\prime}=\lambda_{0}\left(F x_{0}\right)(t) \quad \text { for a.e. } \quad t \in J
$$

and then Lemma 8 (with $m=r$ and $\lambda=\lambda_{0}$ ) implies

$$
\begin{equation*}
\left\|x_{0}\right\|_{0} \leq S^{-1}(r)<k \tag{32}
\end{equation*}
$$

$$
\begin{equation*}
\left\|x_{0}^{\prime}\right\|_{0} \leq G^{-1}\left(f\left(S^{-1}(r)\right)\|\alpha\|_{L_{1}}+\|\beta\|_{L_{1}}\right)<G^{-1}\left(l_{1}\right) . \tag{33}
\end{equation*}
$$

Since (cf. (27))

$$
\alpha_{0}=x_{0}(a), \quad \beta_{0}=g\left(x_{0}^{\prime}(a)\right)
$$

we have (cf. (27), (31) and (32))

$$
\begin{equation*}
\left|\alpha_{0}\right|<k \tag{34}
\end{equation*}
$$

$$
\begin{align*}
\left|\beta_{0}\right| & =\left|g\left(x_{0}^{\prime}(a)\right)\right|=\left|\int_{a}^{\tau}\left(F x_{0}\right)(t) d t\right| \leq \int_{a}^{b}\left|\left(F x_{0}\right)(t)\right| d t  \tag{35}\\
& \leq f\left(\left\|x_{0}\right\|_{0}\right)\|\alpha\|_{L_{1}}+\|\beta\|_{L_{1}} \leq f(k)\|\alpha\|_{L_{1}}+\|\beta\|_{L_{1}}<l_{1}
\end{align*}
$$

Hence $\left(x_{0}, \alpha_{0}, \beta_{0}\right) \notin \partial \Omega$ which follows from (32)-(35), a contradiction.
We have verified that $\left(22_{1}\right)$ has a solution (in $\Omega$ ), say ( $u, \alpha_{0}, \beta_{0}$ ). Then $u$ is a solution of (1) satisfying boundary conditions

$$
\omega\left(u_{+}\right)=A \quad(=\omega(r)), \quad \gamma\left(u^{\prime}\right)=0
$$

Since $\left|u_{+}(\xi)\right|=r$ for a $\xi \in J$ by Lemma 2 , we see that $u_{+}(\xi)=r$, and consequently $u(t)>0$ on $J$ by Corollary 1. Hence $\omega\left(u_{+}\right)=\omega(u)$ and $u$ is a positive solution of BVP (1)-(3).

If the operator $S_{2}:[0,1] \times \partial \Omega \rightarrow \mathbf{Y} \times \mathbb{R}^{2}$,

$$
\begin{aligned}
& S_{2}(\lambda, x, \alpha, \beta) \\
& \quad=\left(\alpha+g^{-1} \int_{a}^{t}\left(\beta+\lambda \int_{a}^{s}(F x)(v) d v\right) d s, \alpha+\omega\left(x_{-}\right)-\omega(r), \beta+\gamma\left(x^{\prime}\right)\right)
\end{aligned}
$$

is considered instead of $S_{1}$, one can prove, in the same manner as above, the existence at least one negative solution of BVP (1)-(3).

Theorem 2. Let assumptions $\left(H_{1}\right)-\left(H_{4}\right)$ be satisfied and let $\omega \in \mathcal{A}, \gamma \in$ $\mathcal{B}$. Then for each $A \in \mathbb{R}$ such that

$$
A>\omega\left(S^{-1}(0)\right)
$$

any solution of $B V P$ (1)-(3) does not wanish on $J$, and there exist at least two solutions, one negative and one positive.

Proof. Fix $A>\omega\left(S^{-1}(0)\right)$. Set $\bar{\omega}(x)=\omega(x)-\omega(0)$ for $x \in \mathbf{X}$. Then $\bar{\omega} \in \mathcal{A}_{0}$. Consider equation (1) subject to the boundary conditions

$$
\begin{equation*}
\bar{\omega}(x)=A-\omega(0), \quad \gamma\left(x^{\prime}\right)=0 . \tag{36}
\end{equation*}
$$

Of course, $A-\omega(0)>\bar{\omega}\left(S^{-1}(0)\right)$ and applying Theorem 1 to BVP (1), (36), any solution of this problem does not vanish on $J$ and there exist at least two solutions, one positive and one negative. Since $u(t)$ is a solution of BVP (1)-(3) if and only if that is a solution of BVP (1), (36), our theorem is proved.

Example 3. Let $p>1, \lambda>0$ and $K>0$ be constants such that

$$
\begin{equation*}
\lambda \leq p-1, \quad \sqrt[p-1]{K}(b-a)<1 . \tag{37}
\end{equation*}
$$

Consider the functional differential equation

$$
\begin{equation*}
\left(\left|x^{\prime}(t)\right|^{p-2} x^{\prime}(t)\right)^{\prime}=\left(F_{1} x\right)(t)|x(t)|^{\lambda} \operatorname{sign} x(t), \tag{38}
\end{equation*}
$$

where $F_{1}: \mathbf{Y} \rightarrow L_{1}(J)$ is continuous and $\left|\left(F_{1} x\right)(t)\right| \leq K$ for a.e. $t \in J$ and each $x \in \mathbf{Y}$. We see (cf. Remark 2) that the left side of (38) is equal to $\left(g_{p}\left(x^{\prime}(t)\right)\right)^{\prime}$, where $g_{p}$ is the $p$-Laplacian, and the right side of (38) has the Emden-Fowler form (see, e.g., [6] and references therein). Set

$$
f(v)= \begin{cases}K & \text { for } v \in[0,1]  \tag{39}\\ K v^{\lambda} & \text { for } v \in(1, \infty) .\end{cases}
$$

Then $f$ is a nondecreasing on $[0, \infty)$ and siuce

$$
\mid\left(F_{1}(x)(t)|x(t)|^{\lambda} \operatorname{signx}(t) \mid \leq K \max \left\{1,\|x\|_{0}^{0}\right\},\right.
$$

we have

$$
\left.|(F u x)(t)| x(t)\right|^{\lambda} \operatorname{sign} x(t) \mid \leq f\left(\|x\|_{0}\right)
$$

for a.e. $t \in J$ and each $x \in \mathrm{Y}$. Consequently (cf. Remark 4),

$$
S(v)=v-\sqrt[p-1]{f(v)}(b-a), \quad v \in[0, \infty)
$$

Hence (cf. (39))

$$
S(v)= \begin{cases}v-\sqrt[p-1]{K}(b-a) & \text { for } v \in[0,1] \\ v-\sqrt[p-2]{K}(b-a)^{\frac{\lambda}{p-1}} & \text { for } v \in(1, \infty) .\end{cases}
$$

Since (cf. (37)) $\left(v-\sqrt[p-1]{K}(b-a) v^{\frac{\lambda}{p-1}}\right)^{\prime}=1-\frac{\lambda}{p-1} \sqrt[p-1]{K}(b-a) v^{\frac{\lambda}{p-1}-1}>0$ for each $v \geq 1, S$ is increasing on $[0, \infty)$. Moreover, $\lim _{v \rightarrow \infty} S(v)=\infty$ and $S\left(v_{0}\right)=$ 0 if and only of $v_{0}=\sqrt[p-1]{K}(b-a)\left(=S^{-1}(0)\right)$. So, equation (38) satisfies assumptions $\left(H_{1}\right)-\left(H_{4}\right)$. Consider (38) subject to the boundary conditions

$$
\begin{equation*}
\|x\|_{L_{1}}=A, \quad \max \left\{x^{\prime}(t): t \in J\right\}=0 \tag{41}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{a}^{b} \sqrt{1+(x(t))^{2}} d t=A, \quad x(a)=x(b) \tag{42}
\end{equation*}
$$

which are the special cases of (2), (3) with $\omega(x)=\|x\|_{0}, \gamma(x)=\min \{x(t)$ : $t \in J\}$ for (40), $\omega(x)=\|x\|_{L_{1}}, \gamma(x)=\max \{x(t): t \in J\}$ for (41) and $\omega(x)=\int_{a}^{b} \sqrt{1+(x(t))^{2}} d t, \gamma(x)=\int_{a}^{b} x(t) d t$ for (42). By Theorem 2, for all $A \in \mathbb{R}$ such that
$A>\sqrt[p-1]{K}(b-a)\left(\right.$ resp. $\left.A>\sqrt[p-1]{K}(b-a)^{2} ; A>(b-a) \sqrt{1+\sqrt[p-1]{K^{2}}(b-a)^{2}}\right)$
any solution of BVP (38), (40) (resp. (38), (41); (38), (42)) does not vanish on $J$ and there exist at least two solutions, one positive and one negative.
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