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M l C H A L M Á L E K 

To the memory of Professor Gyčrgy Targonski 

A b s t r a c t . We show that theory of distributional chaos for continuous functions on 
the unit interval as developed recently by Schweizer and Smital remains essentially 
true for continuous mappings of the circle, with natural exceptions. 

1. Introduction 

Let S = R / Z be the circle and C(S,S) the set of continuous mappings 
of the circle into itself. Denote by II : R —> S the natural projection defined 
by II(x) = i - [x], where [x] is the integer part of x. Define a metric on the 
circle by ||xi,z 2 | | = min{|yi - y2\;xi = U(yi)}. For / <E C(S,S), x,y G S, 
and i 6 N, denote by SXjy(i) = \\r(x), the distance of the iterations. 
For real t, and any positive integer n denote 

n - l 

(1.1) £(x,y,t,n) = ^2x[o,t)(Sxy{i)) = #{i; 0 < i < n and 5xy(i) < t}, 
i=0 

(1.2) F*y{t) = limsup -C(x,y,t,n), 
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and 

(1.3) Fxy(t) = liminf -£(x,y, t, n). 
n-yoo n 

Clearly both F*y, Fxy are nondecreasing functions such that F*y(t) = Fxy(t) 
= 0 for t < 0, and F*y(t) = Fxy(t) = 1 for t > 1. We identify two functions 
that coincide everywhere except at a countable set. We take a convention 
to chose functions F*y, Fxy as left-continuous. Functions F*y, Fxy are called, 
respectively, the upper and lower distribution function of x and y. A function 
/ exhibits distributional chaosif there are points x, y G S such that F*y(t) = 1 
for all t > 0 and there is a point s e (0,1) such that F*y(s) > Fxy(s). 

A function / € C(S,S) has a horseshoe if there are disjoint compact 
intervals U, V such that f(U) n f(V) DUUV. 

The set C(S ,§ ) can be decomposed into the following disjoint sets (as 
is shown in [4], [3] and [7]): 

VK0 = {/eC(S,S); Per(/) = 0}, 
Wx = {f <E C(S,S); P ( / n ) = {1}, for some n 6 N}, 
W2 = {/ G C(S,S); P (/n) = {2\ i = 0,1,2,...}, for some n € N}, 
W 3 = {/ € C(S,S); P (/") = N, for some n e N}. 

L E M M A 1.1. Let f € C(S,S), let u = u>j{x) be an infinite maximal 
u-limit set, and let U be an open interval containing a point a £ Q. Denote 
Pu = f)ZoiJZnfi(U). Then 

(1.4) Pt/ = J1

UU...UJ%U), 

where J]f are pairwise disjoint periodic intervals forming a periodic orbit, 
and n(U) is a positive integer. 

P R O O F . There are k < I such that fk(x),fl(x) e U. Hence, fl~k(U) n 
U ^ 0 and consequently, Pu is the union of intervals Jj1 as in (1.4) with 
n(U) < l-k. Moreover, f{Pv) = / ( H * 0 U ~ „ P{U)) = f l ^ o / ( U ~ „ f(U)) 
= fl^Lo U i ^ n / , + 1(f^) = Pu- Hence, Pu is invariant. It is a periodic orbit of 
intervals since trajectory {/8(a;)}?^0 visits any JV. • 

Lemma 1.1 implies the following classification of maximal w-limit sets. 
If CJ is finite then it is a cycle. If u is infinite and lim \U\^Q n{U) = oo then 
cv is solenoid. If u is infinite, lim \u\^,a n(U) < oo and Per / n Co ^ 0 then 
w is a basic set. If w is infinite, lim \u\^a n(U) < oo and Per / n w = 0 we 
call d> a singular set. It is well-known that for the continuous maps of the 
interval only the first three types can occur, i.e., singular sets are impossible 
(cf., e.g., [8] for references). 
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2. Main results 

T H E O R E M 2.1. Let f e C(S,S). If uj(u) c CJu, u>f(v) C &v, where 
L)u,uv are solenoids or cycles, then 

(i) Fuv — Fuv; 
(ii) if, in addition, liminf Suv(i) = 0, then Fuv = X(o,oo)> i-e-> 

Fuv(t) = l, for allt>0. 

P R O O F . The proof is analogous to the proof of a similar theorem in [8] 
for mappings in C(I, I). It is based on the fact that a solenoid has decomposi­
tion into periodic portions of arbitrarily high period, and hence, that most 
of the periodic portions have small diameter. • 

T H E O R E M 2.2. For f G C(S ,S ) , the following conditions are equivalent. 
(i) Function f has positive topological entropy. 
(ii) Function fn has a horseshoe, for some n £ N . 
(iii) Function f belongs to W3. 
(iv) Function f exhibits distributional chaos. 
(v) Function f has a basic set. 

T H E O R E M 2.3. Let f € C(S,S) have zero topological entropy. Then 
Fuv = F*v, for all u,v in S. / / in addition, liminf i^^ 8uv(i) = 0, then 
FUv = X(o,oo)> i-e., Fuv(t) = 1 for all t > 0. 

P R O O F . If a function has zero topological entropy then, by Theorem 2.2, 
it has no basic set and the result follows from Lemma 3.1 and Theorem 2.1. 

• 
Similar result, for mappings on the interval, is proved in [8]. 

3. Properties of distributively chaotic functions 

L E M M A 3.1. If Q = Wf(x) is a singular set then f belongs to WQ. 

P R O O F . Let d> be a singular set. If Pu contains a periodic interval J / S 
of period m then the map g — fm\j is conjugate to a one-dimensional map 
on the interval and hence, u> would not be a singular set. Thus Pu = S, 
for every U. Assume that / has a periodic point q0 of period n such that 
Orb(co) = {co,Ci,---,9n-i} and f(qk) = qk+i, where k is taken modulo n. 
Let Vi be the maximal open interval disjoint from u such that qi £ Vi, for 
i - 0,1,..., n - 1. Denote V — Vo U Vi U . . . U V„_i. Then /(V) £ V is 
impossible (otherwise f(u) ^ u>) as well as /(V) = V (because then the end 
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points of V, which belong to u, would be periodic). Thus, /(V) ^ V, so 
/(Vj) D Vj+i, for any i modulo n, and there is a k such that /(Vfc) \ Vk+i 
contains an interval. Without loss of generality we may assume that 

(3.1) /(Vb) \ V\ contains an interval. 

Let {V0

fc}^l0 be the system of maximal intervals in V0 such that /(V 0 °) = Vi 
and fn(V0

k+l) = V0

k. Then V0 £ V0° ^ itf £ . . . . Let K be the system 

of component intervals of V0

k \ V 0

f c + 1 , for k > 0. If L £ £ is contained in 
V 0

f c \ V 0

f c + 1 then, by (3.1), / f c n + 1 (L) contains a neigborhood Uh of a point of w, 
for any k. Denote VQ° — HfcLo ^o- The e n o ^ P o m t s of VQ° are periodic since 
/"(VQ 0 0 ) = V0°°. One of them, say a point b, is an accumulation point of the 
system AC. Consequently, there are sequences of compact intervals {C4}£Li 
and {Kk}kLi converging to a and b, respectively such that fmk (Uk) D Kk 
and fnk {Kk) D Vk- By the Itinerary lemma (cf. also Lemma 3.4 from [8]), 
there is an x such that uj(x) 3 u U {&}. By the maximality of u, b e Co 
which is a contradiction since b is periodic. • 

L E M M A 3.2. / / every Co is either a cycle or a solenoid then f is not 
distributionally chaotic. 

P R O O F . It follows from Theorem 2.1. • 

L E M M A 3.3. Let f 6 C ( S , S ) . / / , for some n > 0, / " is distributionally 
chaotic then f is distributiorially chaotic. 

P R O O F . Let GUV,G*V be the lower and upper distribution function for 
respectively. Then Guv(t) < 1 implies Fuv(t) < 1, where Fuv is the lower 

distribution function for / . Let F*v be the upper distribution function for 
/ . Since / is continuous, for any s > 0 there is a 8 > 0 such that \\u, v\\ < 5 
implies Suv(i) < e, for i = 0 , 1 , . . . , n — 1. Consequently, G*uv(8) = 1 implies 
FZv(e) = 1 , and hence, F*v = l. • 

R E M A R K . Actually the two conditions in Lemma 3.3 are equivalent, but 
we do not need the other implication. 

PROPOSITION 3.4. If f £ C(8 ,S ) has a basic set then fk has a horse­
shoe, for some k £ N. 

P R O O F . Let ii = be a basic set, and q € Co a periodic point of 
period m. By the definition there is n € N such that n(U) = n, for any 
sufficiently small U. Let U be such a small interval with q £ U, and let 
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g _ jnm -pjjen pa i s a n interval and q is a fixed point of g. If Pv ^ S, for 
some U, then S \ Pv is an interval or a point. In the first case, Pv ^ S and 
g restricted to Pv is conjugate to a one-dimensional map on the interval. 
Hence, gk and consequently fkmn has a horseshoe, for some k. 

If S \ Pv is a singleton {a} then a is a fixed point of / . Again, g is 
conjugate to a one-dimensional map [a, a + 1] —> [a, a + 1] with a basic set 
and consequently, g and hence, fmn has a horseshoe. 

Finally, let Pfj = S, for every U. Then, for any U with U Du> ^ 0, 
q £ Orb (£/). Hence, there are an r € N, and compact disjoint intervals V, 
H, containing x and q, respectively, such that gr(V) = gr(H) =: W. Since 
W contains gr(x) and g there is a p £ N such that ffp(W) D W U V U i / . So 
gk and consequently / m n f c has horseshoe, for some k. • 

PROPOSITION 3.5. If f £ C(S,S) has no basic set then f exhibits no 
distributional chaos. 

P R O O F . If / has no basic set then every maximal w-limit set is cycle, 
solenoid or singular set. If Q is a singular set then, by Lemma 3.1, / belongs 
to Wo- Since any / £ Wo is semiconjugate to irrational rotation of the circle 
(cf., e.g., [5]), / cannot be distributionally chaotic. If every u either is cycle 
or solenoid then, by Lemma 3.2, / is not distributionally chaotic. 0 

PROPOSITION 3.6. If f £ C(S,S) has a horseshoe (i.e., there are di­
sjoint compact intervals U,V such that f(U) f~l f(V) D U U V) then f is 
distributionally chaotic. 

P R O O F . Since UUV contains a compact invariant set M such that / | M 
is semiconjugate to the standard shift r on the space X = {0,1} N of sequ­
ences two symbols (cf., e.g., [1]), it suffices to show that r is distributionally 
chaotic. But this is easy (cf., e.g., [6]). • 

4. Proof of Theorem 2.2 

Equivalence of conditions (i), (ii) and (iii) is proved in [1]. By Proposi­
tion 3.6 and Lemma 3.3, (ii) implies (iv), and by Proposition 3.5 (iv) implies 
(v), finally by Proposition 3.4 (v) implies (ii). • 

14 - Annales.. 
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